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Abstract

The ubiquity of synchronous information disclosure tech-
nologies (e.g., live streaming) has heightened the risk of by-
standers being unknowingly captured. While prior work has
largely focused on solutions aimed only at informing the key
stakeholder - bystanders, there remains a gap in understand-
ing how device owners and bystanders mutually expect the
informing process, which is critical to ensure successful in-
forming. To address this gap, we utilized live streaming as
a case study and conducted a design ideation study with 21
participants, including both streamers and bystanders. Our
focus was to understand streamers’ and bystanders’ needs for
informing regarding bystander privacy at the ideation state
and derive design principles. Participants’ design ideas re-
flected various and nuanced privacy concerns, from which we
identified key design principles for future design.

1 Introduction

Synchronous information disclosure, where the creation and
consumption of information occur simultaneously in the same
space [19, 65], has surged in recent years. Live streaming,
a popular example of this technology, facilitates real-time
self-presentation, experience sharing, and interaction among
users, exemplifying synchronous broadcasting [19, 59, 65].
Despite the benefits of immediate information sharing, syn-
chronous information disclosure poses significant privacy
risks to bystanders, who are inadvertently captured in device
owners’ information sharing [13, 15]. Bystanders, ranging
from passersby to close contacts such as roommates and fam-
ily members, often find themselves unexpectedly exposed,
with limited control over the personal information they wish
to keep private. The broad spectrum of personal data col-
lected in synchronous information disclosure, including vi-
sual and auditory information, exacerbates the risks of expo-
sure [5,46,64], thereby elevating privacy concerns [16,31,38].
Prior research and news have reported bystanders were wor-
ried about their personal information [28, 58] being captured
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[11,53], stalked [67], and misinterpreted [16, 58], leading to
a series of negative consequences for them, such as financial
loss [41], negative reputation [54], and harassment [7].

Prior research underscores the critical role of informing as
a fundamental privacy protection for bystanders [2, 35, 60].
Informing here typically refers to enabling bystanders to be
aware of the data sharing practices, the use of their personal
information and the potential privacy risks [66]. Discussions
have centered on enabling device owners to notify bystanders
about their inclusion in information sharing activities [10,28].
As the devices used for synchronous information disclosure
like cameras and microphones become more integrated into
everyday items like smartphones and wearables, it becomes
increasingly difficult for bystanders to recognize when they
are being recorded [2, 64]. Consequently, researchers have
designed indicators [1,2, 12, 16, 60], notifications [37,46, 60,
68], and alerts [26,52] to improve bystanders’ awareness of
potential privacy invasions. Yet, these solutions have largely
designed based on the bystanders’ perspective [1, 2, 37,46,
60, 68], leaving the perceptions, concerns and challenges of
device owners in the informing process largely unexamined.

On the other hand, the informing process should not be
viewed as unidirectional (from device owners to bystanders
only). Bystanders might also need to communicate their pri-
vacy preferences to device owners to ensure their privacy
expectations are met. While this dynamic has been explored
in the context of asynchronous information disclosure, such
as allowing bystanders to express their consent and concerns
to the photo owners [3,55,68], it has received less attention
in synchronous settings. The instantaneous nature of syn-
chronous information disclosure offers limited opportunity
for bystanders to convey their preferences before being cap-
tured, raising questions about the mechanisms through which
bystanders prefer to inform of their concerns and how device
owners interpret and act upon such feedback.

Therefore, there exists a notable gap in research on re-
ciprocal informing practices between device owners and by-
standers. Several crucial questions remain unanswered: Do
device owners intend to inform bystanders about their po-
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tential inclusion? Do bystanders wish to communicate their
privacy preferences to device owners? How do both parties
view the informing process? What obstacles might they en-
counter while attempting to inform each other? To address
these questions, it is essential to explore the mutual expecta-
tions of device owners and bystanders regarding informing.

Our study aims to fill this gap through a case study of
live streaming. We chose live streaming for three reasons.
First, live streaming is an increasingly popular form of real-
time social media and it easily involves bystanders in various
settings, such as private spaces, public areas, and online [16,
29,30, 64]. Second, different from other synchronous devices
such as IoT and AR, live streaming is more interpersonal
as it allows direct and synchronous information disclosure
to large anonymous viewers, which poses greater challenges
for bystanders. Third, streamers, who are the device owners,
aim to create content to attract a broad audience and earn
profit [65], thus may weigh their own interests over bystander
privacy. With live streaming as the study site, we seek to
answer the following research questions:

RQ1: What needs, challenges and constraints of informing
do streamers and bystanders have when it comes to bystander
privacy in live streaming?

RQ2: What design do streamers and bystanders envision
to address these needs, challenges and constraints?

To address these research questions, we engaged 21 partic-
ipants with both streamers and bystanders in live streaming
to conduct a design ideation study [22]. Design ideation in-
volves generating, refining, and communicating ideas [25].
This process often marks the beginning of an imaginative
and inventive approach [61]. In this paper, we used design
ideation as a way to examine streamers and bystanders’ vari-
ous and nuanced design ideas that reveal both bystanders’ and
streamers’ privacy needs for informing related to bystander
privacy across streaming scenarios. Based on the ideas pro-
posed by the participants and the design rationale for each
idea, we derived design principles for the informing process
that address bystander privacy.

The contributions of our paper are three-fold. First, we ad-
vance the understanding of bystander privacy by exploring
the informing process from a multi-stakeholder perspective.
Second, our findings reveal the multifaceted, nuanced, intri-
cate, and dynamic nature of collective privacy management in
the context of interpersonal and synchronized content-sharing
platforms. Third, we propose key design principles for the
informing through user-centric design, guiding the design of
future synchronous information disclosure technologies.

2 Related Work on Informing Mechanisms for
Bystander Privacy Protection

Extensive research has explored the privacy vulnerability
of unaware bystanders in diverse socio-technical contexts

Figure 1: Two participants are designing in a design ideation
study session

[2,4,16,21]. These contexts involve both asynchronous and
synchronous information disclosure. As bystander privacy
was initially noted in asynchronous information disclosure
(e.g, photo sharing) and then intensified with the proliferation
of technologies in synchronous information disclosure (e.g.,
live streaming), we first review prior work regarding inform-
ing mechanisms in asynchronous information disclosure and
next move to synchronous information disclosure.

2.1 Informing in Asynchronous Information
Disclosure

In asynchronous information disclosure, users’ content pro-
duction and consumption do not happen at the same time and
space [65]. Examples of asynchronous information disclosure
are social media posts, instant messaging, discussion forums,
and so on. In these contexts, users generate content that can
be reviewed, edited, or withdrawn before being received by
the recipients. Regarding bystander privacy in asynchronous
information disclosure, most research attention is on collab-
orative photo sharing [10,27, 34, 63]. Bystanders, who are
pictured, mentioned, linked or tagged other than the photo
owners who share the picture [10, 18], are often unaware of
being featured in others’ photo sharing [34, 68]. Bystanders
in collaborative photo sharing lack control over their personal
information, as photo owners decide how and with whom the
images are shared [23,24]. As such, bystanders often worry
about appearing inappropriately, such as being captured as
drunk or undressed in group photos on social media [28].
Researchers have proposed diverse informing solutions.
Earlier research has focused on informing bystanders of by-
standers’ involvement [20]. Xu et al. [66] propose a face-
recognition algorithm to identify and inform bystanders about
potential privacy violations. More recent research shifts to-
wards a more interactive approach, highlighting the necessity
of obtaining consent from bystanders and facilitating negotia-
tion between both two parties. For example, Facebook enables
tagged bystanders to ask the photo owners to limit the vis-
ibility of their tagged photo [6]. Zheng et al. [68] propose
an access-control protocol that mandates the consent of all
parties in a photo before sharing it. Salehzadeh et al. [42] sug-
gest a mediator to remind the photo owner to obtain consent
from bystanders, and use middle-ground solutions to support
conflict-solving [55]. Mosca & Such [40] present a multi-step

316 Twentieth Symposium on Usable Privacy and Security

USENIX Association



negotiation agent to discuss the sharing policy between both
parties, considering their sharing preferences and moral val-
ues. Nourmohammadzadeh et al. [44] introduce a multi-agent
system where an algorithm calculates user opinions based on
user personality and behavior. However, the design solutions
for asynchronous information disclosure may not apply to
synchronous contexts where bystanders’ data is collected in
real-time, constantly, and goes beyond images.

2.2 Informing in Synchronous Information
Disclosure

In synchronous information disclosure, users generate and
consume information simultaneously [19, 65], such as IoT
devices (e.g., smart home devices), wearable cameras, AR,
and live streaming. Different from asynchronous information
sharing, these technologies are normally less visible [1,2,64],
operate continuously, and immediately capture a larger set
of bystanders’ personal information, such as bystanders’ im-
ages, voices and movements [29,37]. Due to this real-time,
always-on, and continuous nature, it is more challenging for
bystanders to be aware of being recorded in synchronous
information disclosure than asynchronous information dis-
closure. This leads to bystander privacy concerns such as
unknowingly being recorded saying inappropriate words [37],
performing sensitive activities (e.g. withdrawing money on
ATM) [53], or going to private locations [14].

To inform bystanders of their involvement in synchronous
information disclosure, researchers have focused on design
solutions across different technologies. In 10T, researchers
aim to inform bystanders by enhancing the visibility and
physical interaction with these devices. For example, Ahmad
etal. [2] suggest that IoT devices should be designed to clearly
display their sensor activities, such as showing on/off states
to bystanders. Thakkar et al. [60] propose a bystander mode
in mobile apps, enabling bystanders to view data relevant to
themselves. Marky et al. [37] found that bystanders prefer
various informing methods, including verbal communication,
signs, notifications, and social media alerts. Pierce et al. [52]
propose a mobile app that alerts bystanders about nearby
smart cameras or microphones.

Prior work also indicates bystanders not only want to be
informed but also want to have the option to control the IoT
devices, which can offer them a sense of security [36,49]. For
example, Park et al. [49] propose different modes of control
for bystanders in IoT. Bystanders in Marky et al.’s work ex-
press a desire to erase and block any data gathered about them
by smart home devices [38]. Mare et al. [36] propose an inter-
active dashboard in smart home devices for Airbnb guests to
access important details about and control the home’s devices.
Similar to this, Pierce et al. [52] introduce a guest account
feature that allows bystanders limited access to IoT devices.

Besides IoT, for wearable devices, Perez et al. [S0] devel-
oped FacePET, a wearable system for bystanders to man-

age privacy against unauthorized facial recognition. In AR,
studies about informing are focused on informing AR users
of the presence of bystanders to avoid interrupting the AR
user’s experience, rather than protecting the privacy of the
bystanders [39,45,47].

In live streaming, to our best knowledge, only one study by
Faklaris et al. [16] has proposed ways to inform bystanders in
public and semi-public spaces, such as using colored lights on
smartphones to signal active streaming and a "Do Not Record’
facial recognition database to blur registered faces. While [16]
examines bystander attitudes toward being streamed in out-
door settings solely from the bystander’s perspective, the in-
forming process in live streaming involves multiple stake-
holders, including both streamers and bystanders [64], the
challenges and the designs envisioned in informing for multi-
ple stakeholders remain unaddressed.

In sum, previous research related to synchronous infor-
mation disclosure explores the informing process from the
perspective of a single stakeholder, mostly the bystanders.
Although Thakkar et al. [60]’s study includes both IoT de-
vice owners and bystanders, they examine each stakeholder’s
individual privacy needs rather than their mutual understand-
ing of bystander privacy. However, bystander privacy pro-
tection requires mutual effort between the device owners
and bystanders. As per communication privacy management
(CPM) [51], all stakeholders need to negotiate and agree on
their privacy expectations to ensure mutual privacy protection.
While bystander is the key, the exclusion of device owners
raises uncertainties about device owners’ considerations in
this matter. Therefore, it is crucial to design informing from a
multi-stakeholder perspective.

Additionally, prior work focuses on synchronous techni-
cal platforms where bystander data are received by device
owners or service providers to promote convenience [43] and
automation [48]. However, with the rise of synchronous so-
cial platforms such as live streaming, information disclosure
has become more interpersonal and involves social aspects
such as self-presentation [65], relationship building [57], and
interaction enhancement [9]. Thus, it is essential to integrate
the interpersonal nature into the informing solutions.

To fill these gaps, we choose live streaming as a case study
to explore the informing process about bystander privacy
with bystanders and streamers. We conduct a design ideation
study to delve into the multi-stakeholder perspectives and
considerations, which will be debriefed next.

3 Methods

3.1 Participants & Recruitment

We conducted design ideation sessions (Figure 1) in April
2023 with a total of 21 participants, including 3 participants
who identified themselves as streamers only, 8 as bystanders
only, and 10 as both streamers and bystanders. This diverse
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group was recruited to provide various viewpoints and de-
velop comprehensive design solutions to address bystanders’
privacy in live streaming. Our study was approved by the
university IRB.

Our study’s participants consisted of 14 males and 7 fe-
males, with ages ranging from 18 to 45 years old. Recruitment
was conducted through various channels, including word-of-
mouth, flyers, university mailing lists, and social media plat-
forms (Facebook, Twitter, and Reddit). Participants who were
interested in our study were first asked to complete an online
screening survey. This survey included a consent sheet and
questions regarding their demographics, how they want to par-
ticipate in the research (in person or via Zoom), their email
addresses, their role as a streamer and/or a bystander, and their
experience with live streaming or being live streamed. Partici-
pants who are under 18 years old and have no experience as a
streamer or bystander are excluded. The demographic infor-
mation of participants is presented in Table B in Appendix.

According to participants’ preferences and availability, we
organized 3 online design ideation sessions through Zoom
with an average of 2 participants per session, and 10 in-person
design ideation sessions, with an average of 1 to 5 participants
per session. While we aimed to have at least two participants
in each session to foster diverse perspectives and collaborative
brainstorming, some were unable to attend due to personal
reasons, resulting in some solo sessions. To ensure a diverse
range of perspectives, we strategically grouped participants
in various combinations: bystanders only, streamers only, and
bystander with streamer. To minimize potential biases, we
ensured that participants who were acquainted with each other
were assigned to different groups. Two researchers partici-
pated in the design ideation sessions. Each session took about
2 hours, and each participant was compensated with $40 in
cash at the end of the study.

3.2 Design Ideation Sessions

Each session began with a warm-up activity, followed by
a design ideation activity, and concluded with a debriefing
interview. The primary goal of these sessions was to explore
potential informing mechanisms to address bystander privacy
concerns in live streaming.

Warm-up Activity Each session began with a round-table
introduction. We then asked each participant to jot down 1-3
privacy challenges that bystanders would encounter in live
streaming on a card. For online participants, they were asked
to write down the challenges on their own papers. We dis-
played a slide to guide their thoughts. In the slide, we first
explained who are considered bystanders in live streaming,
including unknown passersby in public spaces, known people
in the household (e.g., family, friends, and roommates), and
virtual bystanders (e.g., in-game teammates and contacts in an
online conversation). We then listed a set of questions, such
as what personal information of bystanders was streamed,

any consequences, and where the disclosure happened. To
avoid potential biases, we rephrased privacy in terms of per-
sonal information that bystanders do not want to share with
the audience. Bystanders could draw from their own experi-
ences, while streamers were encouraged to consider potential
challenges their bystanders might face or as if they were by-
standers streamed by others. After participants finished writ-
ing, we invited them to verbally share their thoughts. During
this process, we asked follow-up questions to probe the de-
tails, such as whether the streamer had notified the bystanders,
how the bystanders realized the streaming, how streamers re-
alized their bystanders were being streamed, the relationship
between streamers and bystanders, and the actions streamers
or bystanders took afterward. This activity allowed partici-
pants to reflect deeply on bystanders’ privacy challenges, thus
setting a foundation for the design ideation activity.

Design Ideation Activity Following the warm-up activity,
each participant was asked to design informing features to
address the privacy challenges they mentioned in the last step.
Our focus on ‘informing’ was driven by its importance to
bystanders shown in prior work [2,35,60] and aligned with
our research questions. In the slide prompt for this step, we
told them they were free to design the features in any way
they desired, without the need to consider existing technical
constraints. We chose the word ’feature’ for its broad ap-
plicability, encompassing both technical and non-technical
solutions. Participants were encouraged to propose any type
of design, including software, hardware, policies, procedures,
etc. For our in-person participants, each participant was given
a large flip chart paper (25” x 30”) as a mock-up interface for
a computer, phone, or hardware that was commonly used in
live streaming. They were also provided with a set of paper-
based design widgets (e.g., webcam, speaker, screen sharing,
virtual background, overlay, beauty filter, chatbot, buttons,
toggles) and craft supplies (glue, scissors, marker, tape, and
sticky notes). These items were intended to spark creativity
and provide a starting point for the participants’ designs. Par-
ticipants could use any provided widgets or modify existing
widgets. They were also asked to annotate each design deci-
sion. Our online participants utilized Figma, an interactive
online whiteboarding tool, to create informing solutions. We
provided a brief tutorial on using Figma to ensure our online
participants were comfortable with the tool. Each participant
was provided with an individual Figma account to design so
that they would not be affected by other’s design. All the
widgets were made digitally available on Figma. After the
design, each participant was asked to present their inform-
ing design and explain the design rationale. We also asked
questions to probe details such as how the design addressed
bystanders’ privacy challenges, who initiated the design, and
the limitations of using the feature. Participants in individual
sessions completed the activities individually. Participants in
group sessions first worked independently and then shared
with others, facilitating collaborative brainstorming.
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De-briefing At the end of the study, each participant was
asked to revisit and modify their designs. If they made any
modifications, they would be asked to clarify the rationale for
each revision. Participants also reflected on how their inform-
ing designs could protect bystanders from privacy violations
in live streaming.

3.3 Data Analysis

We employed thematic analysis [8] with an inductive ap-
proach to analyze the data. Our dataset consisted of the video
recordings of the design ideation sessions (totaling 19 hours)
and paper/digital prototypes that participants created. These
video recordings were transcribed into text, and the prototypes
were digitized for analysis. Four researchers with domain ex-
pertise in live streaming and privacy research engaged in the
data analysis process. Each researcher first independently ex-
amined the transcribed texts and the elements in the prototype
and identified initial codes. We then compared and discussed
our initial codes and combined them into a single list, resulting
in 96 codes. Based on the codes in the list, we placed all the
codes on Miro (an online whiteboard) to examine the relation-
ships and patterns between codes, collate similar codes, and
identify themes after extensive discussions. In this process,
we continuously revisited the dataset and refined the themes
and sub-themes. The final thematic map consists of two pri-
mary themes: the considerations of bystanders and streamers
in the informing process, and the design ideas desired by both
bystanders and streamers for informing.

4 Results

Our results showed that both bystander and streamer partic-
ipants were concerned that when being streamed by others,
bystanders would suffer from: 1) personal details such as lo-
cation or phone number being exposed to viewers, leading to
unauthorized physical and virtual contact, 2) harmful actions
from malicious audiences, including ridiculing, doxing, swat-
ting, and stalking, 3) financial information like credit card
details being accidentally revealed through streamer’s web-
cam, and 4) the streaming of unfavorable moments, such as
having a bad hair or poor game performance. Our findings
align with prior research on bystanders’ privacy concerns in
live streaming [16,29,30]. Therefore, we did not delve deeply
into these concerns but rather briefly introduced them here
to set the stage for the upcoming sections. To protect by-
standers from privacy violations, both streamer and bystander
participants expressed their desire to be informed, and they
also hoped the other party to be informed. Streamers wish to
know if bystanders want to be included in the stream, and by-
standers want to be informed if they are or will be part of the
stream. However, our participants reported various challenges
in informing, which have not been discussed in previous work
and we will discuss them next.

+  Need ways to express consent
* Need to address social embarrassment
* Need to know streaming details

privacy preferences

O ~0
O
0=

Bystanders

live streaming status

* Cognitive burden
* Noclearregulation
* Don’tknow how

Figure 2: The bilateral communication informing loop

4.1 Needs, Challenges, and Constraints

Based on the interviews with streamers and bystanders, we
found a bilateral communication loop in the informing process
(Figure 2). Initially, streamers need to inform bystanders of
the status of their live streaming. Once aware, bystanders then
need to inform streamers of their privacy preferences, such
as their willingness or concerns regarding being streamed.
Bystanders (BS2', B5, B7, B11, B19, BS24, BS25) believed
streamers should inform bystanders about the streaming sta-
tus because bystanders often remain unaware of their inclu-
sion in the stream, while streamers (BS6 and BS1) believed
bystanders should inform streamers about their privacy prefer-
ences because streamers might not know bystanders’ desire or
reluctance to be streamed. However, there are challenges and
constraints in this bilateral communication informing loop.

4.1.1 When Streamers Inform Bystanders of Their Live
Streaming

Streamers have cognitive burdens. The real-time, multi-
modal, and socioeconomic nature of live streaming poses sig-
nificant cognitive burdens on streamers to inform bystanders
about the status of their live streaming. Our streamer partici-
pants (BS22, S23, BS25) agreed that as streamers, they needed
to inform bystanders of their streaming activities. However,
they were often deeply engaged in managing their perfor-
mance, screensharing, audio/video input, and the synchronous
interaction with their audience, to maintain a high quality of
live streaming content. Given the real-time nature of their
performance and interaction, streamers had to concentrate
on the content they were broadcasting as they could not edit
or withdraw the unwanted content. As such, streamers (S8,
BS18, the streamers of BS4, BS6, BS24) sometimes forgot to
notify bystanders in advance. As a result, our bystander par-
ticipants (BS1, BS4, B11, B15, B19, BS24) shared that they
were often informed after they had already been included in
the stream, which made bystanders feel anxious. They often
worried about whether they had said anything inappropriate

k§" indicates the participant’s self-reported role as a streamer, “B" in-
dicates the participant’s role as a bystander, and “BS" indicates that the
participant is both a bystander and a streamer.
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or done something ‘stupid’ (BS24) during the stream. Hence,
streamers hoped they could be supported to inform the by-
standers. For example, S8 said:

I usually tell my parents I’'m going to be busy,
please don’t come in during this time. But I think I
forgot to let them know that day.

Informing bystanders is particularly burdensome in con-
texts involving large crowds such as public spaces. Streamers
(S12, BS6) often found it burdensome and impractical to in-
form each bystander when they streamed in public settings
because streamers were often preoccupied with their stream-
ing activities and there were too many bystanders around to
be informed. For example, S12 said:

If in public, there’re so many people around, I could
see it being a burden if lots of people joining in and
out and you tell them “hey, I'm streaming”.

No clear regulations on informing. Our participants were
uncertain about whether U.S. legislation permits or restricts
live streaming in public spaces, and whether streamers are
obligated to inform bystanders before their streams. The per-
ceived lack of law clarity leads to varying opinions about
whether informing should be given in public spaces. Some
streamers (BS22, S23) and bystanders (BS2, B5, B16, BS25)
believed that informing should occur regardless of lacking
strict regulations for streaming in public spaces. These stream-
ers acknowledged an ethical responsibility not to stream peo-
ple randomly. These bystanders felt that streaming in public
without informing them violated their portrait and privacy
rights. However, some streamers (BS6) and even bystanders
(BS1, BS24) felt streamers had the right to stream in public
spaces and bystanders were not obligated to be notified be-
cause there were no regulation requirements. These different
opinions indicate that clear regulations, policies and guide-
lines should be specified regarding informing bystanders. For
example, BS1 (from bystander perspective) reported:

I just had a quick question. I don’t know if there’s
any legal framework behind streaming in public.
Do you guys know anything? [...] But I feel like
in public spaces, I think it’s usually fine for you to
just stream yourself. I don’t think there’s any legal
restriction. I don’t think there should be something
that should be notified. I don’t think I'm obligated
to be notified.

Streamers struggle with how to inform bystanders. In most
cases, streamers (S12, BS6, S23) did not know the bystanders.
For instance, bystanders in public and online spaces are
mostly strangers or passersby. Even when streamers wanted
to inform their bystanders, they typically lacked the means to
contact the bystanders, such as bystanders’ phone numbers
or social media accounts. For example, BS6 (from streamer
perspective) reported:

I’d tell them I’'m streaming probably through a mes-
sage if I had their number, but that hasn’t always
been the case.

Furthermore, our participants (BS1, BS2, BS,BS6,B7,B11,
B19, BS24, BS25) reported that bystanders often lacked direct
access to the streaming platform, making it impossible for
streamers to reach each bystander within the streaming plat-
form. For example, BS24 (from streamer perspective) said:

Grant bystanders direct access to the streaming is
challenging, since it would require them to log in as
co-hosts, which goes against the intention of those
who don’t plan to be on the stream.

4.1.2 When Bystanders Inform Streamers of Their Pri-
vacy Preferences

After bystanders become aware of the potential to be exposed
in a live stream, they need to inform streamers of their pri-
vacy preferences. During the process, they have to navigate
through various challenges and require additional information
to effectively communicate their preferences.

Bystanders need ways to clearly express their consent.
Bystander participants (B5, B19, BS24, BS25) sometimes pre-
fer to seek a more interactive consent process especially be-
fore they are captured in others’ live streaming. They wanted
to explicitly express their agreement or disagreement with
being streamed to the streamers. With the consent, bystanders
felt a sense of respect and might be more willing to be part of
the streaming. Streamers could also realize bystanders’ will-
ingness or not and more effectively protect bystander privacy.
However, bystanders often have limited ways to explicitly
express their consent to streamers, unless the streamers inten-
tionally ask for their consent. For example, BS said:

I’ve been streamed as focus, I was being asked pop-
up quiz on campus, but that was with my consent.
They approached me and asked me, ‘would you
want to be a part of this?’ I said, ‘sure, why not?’,
they asked me for my consent. This one I was asked
and I said ok actually, so it was okay.

Bystanders need to cope with social embarrassment. Even
when bystanders are approached to express their privacy pref-
erences, they (BS2, B3, B5, B7, B11, BS25) frequently hes-
itated to explicitly communicate their privacy preferences
with streamers due to social embarrassment. This hesitation
was often rooted in politeness and a belief that they were
not the primary focus, particularly when the streamers were
unknown to them. When the streamer was known, bystanders
also worried that such direct conversation might negatively
influence the relationship between the known streamer and
the bystander. Even when bystanders wanted to explicitly
express their unwillingness, bystanders believed the stream-
ers might misinterpret their concerns. As such, bystanders

320 Twentieth Symposium on Usable Privacy and Security

USENIX Association



would choose implicit actions, such as dodging the camera
and walking away, rather than directly talking to the streamer
about their concerns. Some participants (BS1, BS6,B11) even
favored merely informing without a clearly indicated consent
to avoid direct interaction with streamers. Bystanders found a
sense of "peace of mind" when they did not have to provide
explicit consent. For example, B7 told us:

What I'll do is to say, ‘Hey, I really didn’t like this’.
Sometimes, they’ll respond with, ‘it’s not that seri-
ous’, ‘don’t take it so serious’ or ‘they didn’t have
any malicious intent’. They feel like I come after
them and that’s not what I’m trying to do.

However, streamer participants (BS6 and BS1) argued that
without explicit communication, streamers might not know
bystanders’ reluctance to be streamed, nor take actions, such
as adjusting the camera angle or relocating to a different area
to avoid bystanders being streamed. Therefore, there needs
an approach to deliver bystanders’ privacy preferences to
streamers without causing social embarrassment.
Bystanders need to know how they are streamed. By-
standers need details to make informed decisions on whether
to be captured in others’ live streaming. Streamers often did
not provide detailed information about their streaming to by-
standers, believing that bystanders were either not familiar
with the concept of streaming or did not have access to the
streaming platform that they use. However, bystanders (B3,
BS4,B11,BS18,B19, BS25) expected more in-depth explana-
tions, such as the specific streaming platforms being used, the
devices being enabled, the intended audience, the live stream’s
topic, and the reasons for their inclusion as bystanders. Such
detailed information was crucial for bystanders as it helped
them to assess the potential reach of the stream and to un-
derstand how their presence might be interpreted or utilized
in the stream, which are key to their privacy decisions. For
instance, in private space, bystanders often have close prox-
imity to the streamer’s webcam and microphone, increasing
the chance of their accidental appearance and voice capture
in streams. So they wanted to know whether and how their
appearance and voice could be captured. For example, BS18
(from bystander perspective) told us:

I didn’t know my roommate was streaming, and we
shared a room. So I was just back from the gym
and like the way his camera is set up, he can see
like, the whole room is visible. So no matter when
I come in or go out, he can see and everyone else
can see it too. It’d be a good idea if he could just
send a snapshot of how the webcam is placed and
what it’s capturing at the start of the stream.

This is also the case in online space. Streamers often stream
on multiple streaming platforms to reach a wider audience
and earn more money. As a result, bystanders are streamed on

multiple platforms, thereby amplifying their exposure and pri-
vacy risks. Hence, bystanders need to know all the platform(s)
where they are live streamed. For example, BS4 (from the
bystander perspective) said:

It’d be nice to know the streaming platform, cause
if it’s just streaming discord, I know it’s just like
three people watching, if on Twitch, it might be 300
people watching.

4.2 Desired Design Solutions

Given the needs, challenges and constraints reported in the
above section, participants suggested various design solutions
for the informing process to facilitate streamers to inform
bystanders of their live streaming activities and also facilitate
bystanders to inform streamers of their privacy preferences.
In this section, we will introduce these design ideas.

4.2.1 Platforms-Initiated Automatic Alerts

To reduce streamer’s cognitive burden and minimize
streamer’s effort in informing bystanders, participants sug-
gested that the live streaming platforms enable two types of
automatic alerts for both streamers and bystanders:

Alerting streamers of bystanders’ involvement. BS6 intro-
duces an automated alert system for live streaming platforms
designed to promptly inform streamers when a bystander
is detected in their live streams within the physical environ-
ment. This system identifies bystanders via behavior or speech
recognition techniques during the stream. Upon detection,
streamers are alerted through a pop-up notification on their
streaming device, highlighting the presence of a bystander.
They can then take actions, such as informing the bystanders
or avoiding bystanders being streamed. This feature requires
no effort from bystanders and aims to make streamers aware
of potential privacy violations to bystanders, particularly when
streamers are busy with their live performances. With this
automated alert, streamers can remain focused on their live
performance, alleviating the need to constantly monitor for
the involvement of bystanders. For example, BS6 explained
based on his streamer experience:

If T was actively playing a game, then it’s hard to
realize there is a bystander in that case. If I had
to send them notifications all individually, I think
that would probably get too complex to manage.
One option could be to have the streaming platform
do that detection for you. And if it notices certain
behavior or certain words being said, it could pop
up a notification saying like ‘someone getting in’.

Alerting bystanders before streaming. Our participants in-
troduced an automatic alert feature designed to notify by-
standers within the virtual environment when streamers start
live streaming. This system requires bystanders to proactively
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Figure 3: Examples of participants’ design. We used Canva (an online protyping platform: https://www.canva.com/) to
digitally translate the paper-based sketches created by the participants.

follow streamers, such as their roommates, gaming partners,
and friends, who might inadvertently capture and broadcast
their personal information during live streams. Once these
followed streamers initiate a live stream, the bystanders im-
mediately receive a notification from the platform, ensuring
they are aware of the streaming activity without relying on
the streamers to inform them manually, who might be preoc-
cupied with their performance. Streamers are only required to
guide their potential bystanders on how to follow their stream-
ing accounts. With this setup, every time streamers go live, the
platform automatically alerts the bystanders, allowing stream-
ers to focus on their content without the need to individually
notify each bystander. For example, B10 suggested:

You can follow people on Twitch. This feature is
useful if your friends in the game are also your
friends on Twitch. For instance, if I follow my
buddy on Twitch and he starts streaming, [ would
get a notification on my phone through Twitch, alert-
ing me, ‘Hey, your buddy is streaming.” This hap-
pens even if he doesn’t directly tell me.

4.2.2 Platform-Enforced Regulation and Policy

To mitigate the uncertainty surrounding legal and policy re-
quirements about streamers’ obligations to notify bystanders
who are within the physical environment before streaming
them, participants recommended the establishment of explicit
policies. These policies could be enforced through legislation
or platform guidelines, such as terms of conduct, commu-
nity guidelines, or tutorials for new streamers. The policies
should clarify whether streamers are required to inform by-
standers and obtain explicit consent from bystanders, espe-
cially in public spaces. This approach aims to legally protect
bystanders’ privacy and ensure ethical streaming practices
by clearly defining the informing responsibilities of stream-
ers towards bystanders. For example, BS2 (from bystander
perspective) said:

Maybe like a policy the streamer has to agree to.
You have to get consent before you stream anybody
or something.

4.2.3 Embedded Communication Channels to Inform

As streamers reported challenges in delivering their informing
to the bystanders, and bystanders also struggled with ways
to express their consent, participants designed a series of
communication channels embedded or linked with the live
streaming platforms to assist with the informing:
One-to-one messaging between streamers and bystanders.
Participants suggested implementing a two-way one-on-one
messaging feature within live streaming platforms. This fea-
ture would facilitate communication between streamers and
bystanders who are within the physical environment in two
main scenarios: informing bystanders about live streaming
activities and allowing bystanders to convey their privacy
preferences to streamers. When streamers plan to go live and
wish to notify bystanders, they can request the platform to
send a notification message directly to those bystanders. If
the bystanders are registered users of the platform, BS17 pro-
posed that bystanders could receive this notification through
an in-platform message, enabling streamers to inform them
without needing to access their private contact information.
Bystanders can then respond within the same platform, stating
their privacy preferences clearly and directly:

I share kitchen space with my roommate. I came
into the kitchen to make myself some stuff to eat. I
had no idea she was streaming (B15’s concern)

Her roommate can tag her [...] Similar to Facebook
tagging or identity of that person and then send the
person a notification. (BS17’s design)

For bystanders not registered with the platform, i.e., they
have not installed the app or are unfamiliar with live stream-
ing, BS proposed a GPS-based SMS feature (Figure 3(e)) to
provide a communication channel between streamers and by-
standers. Streamers would first input their streaming location.
Bystanders who are nearby would then receive an automated
SMS notification stating, ““You are entering a streaming vicin-
ity, do you want to be streamed?”. This approach necessitates
collaboration between platforms and government or service
providers to send automated SMS alerts to bystanders. Such
collaboration could effectively communicate the consent pro-
cess to a broad audience swiftly and directly, bypassing the
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need for streamers and bystanders to exchange contact infor-
mation. The system also allows bystanders to respond with
their consent. These responses could be aggregated into an
average approval rating for the area, which will serve as a
guide for streamers to gauge general bystander consent:

I thought of a feature, which is like a GPS-based
authentication thing for crowd streaming [...] We
all receive some SMS alerts when the hurricane or
kidnapping happens, because we are in this sort of
area which was impacted by it. We could approach
the government and don’t have to ask anybody for
their number, you just send them an alert, they can
choose whether they approve of been seen or not
[...] Definitely it’s not possible to go and ask every-
body for the approval, but we’ll take an average. If
the on average approval rating is quite low, then the
streamer must probably reconsider doing it some-
where else.

Both one-on-one messaging functions eliminate the need
for streamers and bystanders to collect each other’s personal
contact information, streamlining the process of informing. It
also offers bystanders a straightforward method to articulate
their privacy preferences, ensuring they have a say in whether
they want to be included in live streams. Additionally, the
one-on-one messaging feature guarantees that notifications
are delivered and seen, even if streamers or bystanders are
otherwise occupied, thereby enhancing the effectiveness of
communication between streamers and bystanders.
One-way one-to-many indicator. Aside from the messaging
communication channels, participants also suggested one-way
one-to-many channels to inform bystanders through visual or
auditory indicators. Such indicators can be physical or virtual
indicators initiated by streamers. Once activated, it will notify
broad bystanders about the streaming status through visual
or auditory cues. The indicator is independent of sending
individual notifications to bystanders, as in public settings
and online gaming scenarios, it is ineffective to individually
message a substantial number of passersby and online players
who keep coming and going in others’ live streams.

The physical indicators include visual cues, such as flash-
ing lights (S17, BS18) and conspicuous signs (B5), alongside
auditory signals, such as a beep sound (S17). The indicators
could be incorporated as a software feature enforced by the
streaming platform or activated manually through a button
on streaming devices by streamers when the streaming starts.
They might even be integrated as a sign on the T-shirt (Fig-
ure 3(c)). The virtual indicators can be a “live” icon displayed
around the game avatar of the streamers who are streaming.
The icons are mandatory before streamers start their streaming
online. These indicators help streamers inform the bystanders
of live broadcasts without the need to obtain bystanders’ con-
tact information. For example, BS reported:

I think that’s a good start to make streaming ob-
vious because if it’s a busy place, you can’t really
go and notify everybody and people keep coming
and going. Maybe ask the streamer to wear t-shirts
about the streaming.

However, our participants also acknowledged that the ef-
fectiveness of physical indicators could be influenced by the
surrounding environment. Visual cues, for example, can be-
come less effective in well-lit daytime environments where
they might blend into the background, making it difficult for
bystanders to notice them. Furthermore, there are concerns
raised by some participants regarding auditory signals, which
they find to be annoying. For example, B2 said:

Because like you said, the blinking lights, right?
But if it’s daytime, right? Sunny, how are you going
to see the lights? So stuff like that. That’s why I
said like, it’s kind of difficult to implement it. And
that’s what I mean.

This highlights the necessity of designing indicators that are
less intrusive and consistently recognizable, regardless of the
environmental conditions they are subjected to.

4.2.4 Embarrassment-Free Bystander Privacy Expres-
sion

To mitigate the social discomfort bystanders may experience
when expressing their privacy preferences not to be included
in others’ live streams, two embarrassment-free mechanisms
for bystanders’ privacy preference expression were proposed.
Bystanders’ one-sided opt-out. To accommodate those who
wish to remain outside the scope of live streams, an opt-out
mechanism (Figure 3(d)) has been proposed by our partici-
pants. This mechanism is designed for bystanders who are
within the physical environment. Bystanders can register in a
database provided by the platform or a third party, entering
specific personal details that can recognize their identities.
Upon registration, the system is designed to recognize these
bystanders whenever they appear in others’ live streams, auto-
matically applying blurring or muting effects to their likeness
or voice. This approach eliminates the need for any direct
communication between bystanders and streamers, thereby
sparing bystanders from the potential awkwardness of con-
fronting streamers about their privacy preferences. For exam-
ple, BS6 (from streamer perspective) reported:

There’s also the idea of on a platform-wide level,
maintaining an opt-out type database of people who
don’t want to be seen on any stream ever. So what
you could do is have any stream search through that
database, but constantly cross-reference between
the people it sees in the stream. If someone shows
up that’s in the database, automatically blur them
out and mute them.
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Device-enforced consent-based protection. To further al-
leviate the discomfort of bystanders in expressing their pri-
vacy preferences directly to the streamers, a device-enforced
consent-based mechanism is proposed for bystanders who
are within the physical environment. This feature automates
the blurring of bystanders in live streams based on their con-
sent, operating at the device level. When a streaming device,
such as a camera or a microphone, detects a bystander, it trig-
gers a notification to the bystander requesting their consent to
be included in the stream. Should the bystander agree, they
will appear unaltered; if they decline, the device will auto-
matically blur their presence in the live stream. This method
addresses bystanders’ concerns that voicing their reluctance
to participate might be perceived as impolite, lead to social
embarrassment, or be disregarded by the streamers. By send-
ing the consent to the device, rather than to the streamer, by-
standers can assert their preferences without fear of personal
conflict or judgment. The device-level enforcement ensures
that bystanders’ privacy preferences are respected as they are,
granting them greater control and reducing the likelihood of
misunderstanding. For example, B19 expressed:

Streamer starts the live stream, and then people
around the person where the camera can see clearly
get an alert, like you have entered a live streaming
vicinity. And then the bystanders can be asked if
they are willing to join, because there are some-
times bystanders want to join. There are some peo-
ple, sometimes people like being on camera, like
being a part of something, if they like the streaming
topic. And depending on that, they will be blurred
out or no. If they want to be in the live stream, then
they don’t need to be blurred out.

4.2.5 Providing Details in Streamer’s Informing

Bystanders require comprehensive details about the live
streams in which they are to be captured to make informed de-
cisions regarding their privacy preferences. They have voiced
a need for detailed information on how, where, and why they
are streamed. Irrespective of the method used by streamers to
inform them — be it through a message, indicator, or alert —
bystanders wish to be informed about the particular streaming
platforms in use, the devices utilized for streaming, the target
audience, the subject matter of the live stream, and the ratio-
nale behind their inclusion as bystanders. This information
is crucial for them to make informed consent decisions. For
example, in the case of a virtual indicator, bystanders expect it
to provide a link to the streaming channel (Figure 3(a)). This
link should clearly indicate whether the streaming is occur-
ring on the same platform, a different one, or across multiple
platforms. The link serves not only to give online bystanders
an easy way to see how they appear in the stream but also
to understand the potential audience size. For instance, BS4
(from bystander perspective) proposed:

[...] Right now, like discord, only sees if you're
streaming on discord. You could join discord and
not know if your friend is streaming on Twitch.
The design I have was like a streamer mode for
streamers. They have to enable the streamer mode
to go live [...] For example, User1 is my friend. He’s
streaming on Twitch. I load up discord. It would
show me he’s in the voice chat. He’s streaming on a
different platform. Streamer could also give you the
link of their channel. If you click on it, you could
see the streaming status. I think that would be a
good idea. I'm sure streamers would like that too,
because then people can click and they need more
audience.

If the notification comes as a message, our bystander partic-
ipants within the physical environment recommend it include
a pre-recorded message saying, "I’m streaming," along with
a snapshot of the streaming area (Figure 3(b)). This feature
allows bystanders to actively avoid areas where they might
be captured on camera if they prefer not to be included in the
live stream. It empowers them to navigate their environment
with greater confidence and without the constant fear of un-
intentionally appearing in a live stream. For example, BS18
(from bystander perspective) said:

I didn’t know my roommate was streaming, and I
just went into the room. So there might be a pre-
recorded message like ‘I’m streaming in my room’
sent by a toggle bar. When they start streaming,
they just send a snapshot of how the webcam is
placed and what it’s capturing. You can just avoid
that area in particular, and just do everything that
you want to do, and it’s not being that area.

5 Discussion

Our study explores the reciprocal informing practices be-
tween streamers and bystanders in live streaming from both
perspectives. Based on participants’ design ideas, we propose
three key design principles to enhance bilateral informing
interaction in synchronous information disclosure.
Contextualizing informing process. Contextualizing is
not a novel concept. Previous research has shown that privacy
notices and choices should be tailored to contextual factors
such as space, timing, channel, and modality [17,56]. This has
been supported by prior work in synchronous information dis-
closure like IoT and AR, which considers contextual factors
like environments (e.g., home, Airbnb) and pre-existing rela-
tionships between the owner and bystanders (e.g., host and
guest) [2,37,52,60]. Our findings in live streaming also high-
light the importance of environments and relationships for
informing. For example, when device owners and bystanders
are unknown to each other, participants prefer one-to-many
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indicators in public spaces. In private spaces, with known con-
tacts, one-on-one messages are preferred. In online spaces,
where bystanders might be streamed on different streaming
platforms, notices could be sent across various platforms.

Our contribution extends beyond prior work by emphasiz-
ing the social and interpersonal nature when contextualiz-
ing the informing process. The informing processes should
adapt to the social contexts, considering factors such as the
target audience, group size, and activities or status of stake-
holders. For example, streamers might interact with a small,
known group of viewers or a large, anonymous public audi-
ence. In cases of large and unknown audiences, it is crucial
for bystanders to be informed about their visibility and data
sharing. Additionally, the current activity and status of stake-
holders, especially device owners, should be considered. Our
findings indicate that streamers have to manage multiple ac-
tivities, including performing, interacting with numbers of
unknown audiences, and addressing context changes, which
leads to a significant cognitive burden that may hinder their
ability to notice and protect bystanders effectively. Thus, auto-
mated notifications that consider social aspects are necessary.

These contextual factors could also implicate other syn-
chronous information disclosure contexts beyond live stream-
ing. For example, bystanders might be involved when IoT
users share recordings from their smart cameras with their
friends, family members, and online social networks, thus ex-
panding bystanders’ exposure to different types of audiences.
AR users might be preoccupied with interacting with other
users and may not easily realize bystanders’ unwillingness
when bystanders pass by the device. Therefore, our design
principles could contribute to other synchronous scenarios.
We recommend that designers consider both the informing
mechanisms for different contexts and the social and interper-
sonal nature of the informing process.

Balancing the power dynamic between streamer and
bystander through mutual transparency. Our results high-
light that the power dynamic between streamers and by-
standers is unbalanced. Although there are bilateral informing
needs, streamers need to initiate the informing process as
bystanders often lack agency over their privacy. Bystanders
rely on streamers for information and decision-making. With-
out streamer initiation, bystanders often lack awareness of
being streamed and cannot make informed decisions. They
expressed a desire for greater transparency, such as knowing
the number of audience members, their presentation in the
streams, and the streamers’ attitudes toward their participation.
Moreover, without explicit communication from bystanders
about their privacy preferences, streamers remain unaware
of bystanders’ desires to participate or their level of comfort,
exacerbating the power imbalance. Therefore, mutual trans-
parency in the informing process is crucial, enabling both
parties to make informed decisions and protect bystander
privacy effectively.

To empower bystanders, previous informing designs in syn-

chronous information disclosure, such as IoT, have enhanced
transparency by detailing which devices are collecting data,
what data is being collected, and whether data collection is
active [2,37]. Our research aligns with these findings. For
instance, our bystanders also wanted to know if streaming is
active and whether the streamer is using a camera or engaging
in voice chat.

Our unique contribution emphasizes mutual transparency
to reduce the power imbalance between bystanders and
streamers by ensuring both parties have agency and are in-
formed about crucial details, such as platform or legal policies,
data recipients, social implications, and participation details.
For instance, informing both bystanders and streamers about
the platform or legal policies is especially important on on-
line platforms and in public spaces where clear informing
practices are often lacking. Without clear regulations, both
parties may be unaware of bystanders’ rights and streamers’
obligations. It is also important to inform bystanders about
data recipients, as live streaming involves broad, nontrans-
parent, anonymous, and public audiences. Bystanders need
to know who is receiving their data and on which platform.
Additionally, providing information about social implications
allows bystanders to manage their self-presentation to the
audiences; for example, one bystander wanted to know how
the streamer’s audience commented on him. Lastly, informing
streamers about bystanders’ detailed participation informa-
tion helps streamers understand if bystanders are willing to
be part of the streaming, how much they want to participate,
and in what streaming topics they want to be involved. These
transparency details can also benefit other synchronous in-
formation disclosure contexts. For example, in the case of
wearable health devices used in fitness centers, it is crucial to
inform device owners and bystanders about who has access
to the collected health data, the legal policies governing its
use, the social implications of wearing such devices in public,
and whether bystanders are comfortable being recorded or
included in data collection.

While enhancing these details of the informing process, it
is vital to consider that some bystanders may lack access to or
interest in the streaming platform, limiting their control over
their privacy. Therefore, informing practices should be trans-
parent and effective without burdening bystanders, such as
through visible indicators (i.e., one-way one-to-many indica-
tors) or familiar communication methods (i.e., text messages)
that do not require downloading an extra streaming platform.
This consideration also contributes to other synchronous in-
formation disclosure contexts. For example, when a bystander
is involved in AR interactions by AR users, bystanders might
not be able to gain access to the AR device. In this case,
informing practices should utilize methods that are easily ac-
cessible and do not impose additional steps on bystanders,
ensuring their awareness and consent without requiring direct
interaction with the AR device.

Mediating communication barriers between streamer
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and bystander. Our findings reveal that the informing design
should mediate the communication barriers between stream-
ers and bystanders, especially through third parties such as
platforms or government agencies. Our streamers want by-
standers to inform them of bystanders’ privacy preferences,
but bystanders often feel embarrassed to confront streamers
directly or do not trust the streamers’ decisions in protecting
bystander privacy. Our bystanders expect streamers to respect
their privacy, but streamers might not do so because they
assume bystanders are fine with being streamed or make deci-
sions on behalf of bystanders at that point. Thus, third-party
mediation, such as device or platform-enforced informing
designs, can play important roles in mediating the communi-
cation barriers between streamers and bystanders.

Prior informing designs in synchronous information dis-
closure such as [oT have enabled bystanders to communicate
with device owners about their privacy preferences or to cir-
cumvent device owners to make their own privacy decisions
through mechanisms such as bystander mode [60] or guest
accounts [37]. But do bystanders prefer to use these controls?
Our findings in live streaming highlighted that bystanders
sometimes do not prefer direct communication or control be-
cause bystanders felt it was bothersome to take extra steps
to communicate with streamers, especially when they do not
have easy access to the device. They also worried that such ac-
tions might be interpreted as impolite by unknown streamers
or negatively influence their relationship with known stream-
ers. However, they also do not want streamers’ personal deci-
sions or adjustments to override or influence their willingness
to participate or be involved. Therefore, our participants pro-
posed device/platform-enforced informing mechanisms such
as opt-out database, platform-initiate alerts, platform-enforced
policy, and device-enforced consent-based protection to pro-
vide assurance and fairness for bystander privacy without
relying on streamers’ subjective decisions.

Prior informing work in live streaming [16] also proposed
using an opt-out database, but researchers proposed it from a
one-sided perspective by providing bystanders with low-effort
notifications. In contrast, our participants developed the opt-
out database to address the communication barriers between
the two stakeholders from a two-way perspective. Specifi-
cally, it is designed by our streamers to tackle bystanders’
social embarrassment when expressing unwillingness to be
streamed. It involves streamers actively recognizing and re-
specting bystanders’ privacy preferences while also allow-
ing bystanders to communicate preferences without direct
confrontation. This approach demonstrates mutual privacy
consideration, showing that one stakeholder group sincerely
values the privacy and social needs of the other, emphasiz-
ing that bystander privacy protection requires collaboration
among stakeholders. It highlights promising opportunities
for cooperation and coordination between stakeholders in
live streaming. Such two-way third-party mediators also have
implications for other synchronous information disclosure

contexts. For example, bystanders might not feel comfortable
directly communicating with AR users about their privacy
concerns; thus, they could register their preferences not to be
recorded, and the AR system would automatically blur their
image or mute their voice, respecting their privacy without
direct confrontation.

6 Limitation

First, our study concentrated on the ideation phase to foster
innovative design ideas to address informing challenges re-
garding bystander privacy in live streaming. However, it did
not include subsequent stages, such as prototype development
and evaluation, which could have provided practical and val-
idated design solutions. Future studies may implement and
test the proposed ideas if technological advances allow.

Second, although we aimed to include at least two par-
ticipants per sessions, representing both streamers and by-
standers, but unforeseen absences led to some sessions with
a single participant. While designing with one participant
is common in prior work [32,33], and can provide detailed
individual insights [62]. But the varying group sizes may have
affected the ideation outcomes and limited the diversity of
of perspectives. Future work could aim to standardize group
sizes to ensure more consistent and comprehensive insights.

Third, despite efforts to recruit participants through various
platforms, most of our participants were college students. This
might be because our study was conducted at the university.
People with different professions or educational backgrounds
may have different perceptions and practices related to man-
aging bystanders’ privacy. Therefore, our sample may not
fully capture the perspectives of streamers and bystanders
with different occupations or educational backgrounds.

Fourth, although we targeted participants from various dis-
ciplines, we had more CS students (43%) than non-CS (33%),
with 5 participants not disclosing their majors. Since CS stu-
dents tend to be more tech-savvy, our results might not ac-
curately reflect the privacy needs of non-CS users. Future
research could include participants from more diverse back-
grounds to broaden the applicability of our findings.

7 Conclusion

In this paper, we engaged 21 streamers and bystanders to un-
derstand their mutual expectations for the informing process
regarding bystander privacy in live streaming. The results
suggested that both streamers and bystanders face a variety
of challenges during the informing process in live streaming.
Based on these insights, our participants proposed various de-
sign ideas for informing streamers and bystanders to protect
bystander privacy. From these concepts, we summarized key
design principles that can guide the development of future
technologies in this area.
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Appendix A Examples of Participants’ Original Designs.

(a) (®)

Dialog X

=) =

(©
Figure 4: (a)provide gamers a link to the streamers’ streaming channel (b)ask the streamer to wear t-shirts about the streaming

(c)bystanders receive an automated SMS notification, and their consent responses are aggregated into a notification for the
streamer.
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Appendix B Demographics of Participants.

. . . Bystander | Streaming Where being Streamed
Session # | Gender | Occupation Major /Streamer Topics Stream Who Streamed by Who
1 Male Student N/A Bystander Valorent Online In Game Online Friend
1(in person) &Streamer Bystanders
’ Bystander Outdoor Public . Unknown
2 Male Student N/A &Streamer Activities Bystanders AtBar Streamer
3 Male Student CS Bystander N/A N/A On Campus Friend
2 (in person) . Bystander . Online Online Friend
4 Male Student N/A &Sireamer Overwatch Bystanders In Game & Opponent
5 | Female Student CS Bystander N/A N/A On Campusé& Unknown
. In Farmers Market Streamer
3 (in person) Bystander Unknown
6 Male Student CS 4 NBA 2K Roommate In Public
&Streamer Streamer
4 (online) 7 Male Student CS Bystander N/A N/A In Game Online Friend
onine 8 Male Student EC Streamer | Casual Game Parent N/A N/A
5 (in person) | 10 Male Student EE Bystander N/A N/A In Game Online Friend
6 (in person) | 11 Male Student N/A Bystander N/A N/A On Campus Unknown
Streamer
7 (inperson) | 12 | Male Student Ccs Streamer Rocket | Online Friend N/A N/A
League & Roommate
15 | Female Student Psychology Bystander N/A N/A At Home Roommate
16 | Female Student Psychology Bystander N/A N/A On Tennis Court Sister
Bystander Teaching . L .
8 (in person) 17 Male Student CS &Streamer Coding Family At Friend’s Home Friend
18 Male Student CS Bystander Food People in At Home Roommate
&Streamer Restaurant
19 | Female Student CS Bystander N/A N/A At Friend’s Home Friend
. Bystander Teaching . .
9 (in person) | 21 | Female Student Psychology &Streamer English N/A In Public Friend
10 (in person) | 22 | Female University Communication Bystander Sport Game Children At Home Children
Staff &Streamer
11 (in person) | 23 Male Student CS Streamer Sport Game Public N/A N/A
Bystanders
12 (online) 24 | Male Student Game Design Bystander Casual Game N/A At Home Friend &
&Streamer Roommate
. Full-time Bystander Singing . Unknown
13 (online) 25 | Female Streamer N/A &Streamer &Dancing Family At Restaurant Streamer

332 Twentieth Symposium on Usable Privacy and Security USENIX Association



	Introduction
	Related Work on Informing Mechanisms for Bystander Privacy Protection
	Informing in Asynchronous Information Disclosure
	Informing in Synchronous Information Disclosure

	Methods
	Participants & Recruitment
	Design Ideation Sessions
	Data Analysis

	Results
	Needs, Challenges, and Constraints
	When Streamers Inform Bystanders of Their Live Streaming
	When Bystanders Inform Streamers of Their Privacy Preferences

	Desired Design Solutions
	Platforms-Initiated Automatic Alerts
	Platform-Enforced Regulation and Policy
	Embedded Communication Channels to Inform
	Embarrassment-Free Bystander Privacy Expression
	Providing Details in Streamer's Informing


	Discussion
	Limitation
	Conclusion
	Examples of Participants' Original Designs.
	Demographics of Participants.

