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Figure 1: The multi-LLM collaboration pipeline in the conversation and recommendation phase.

Abstract
Conversational recommender systems (CRS) are promising in de-
livering personalized recommendations by engaging users to share
rich information about themselves, particularly in dietary recom-
mendation, where various factors (e.g., food preferences, eating
habits) needs to be considered. However, maintaining a coherent
conversation for information collection and recommending healthy
dishes tailored to different users remains challenging, even with
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the emerging large language models (LLMs). In this study, we ex-
plore multi-LLM collaboration—where multiple LLMs specialize in
subtasks of a complex problem—to enhance a dietary CRS. Through
an online experiment (N = 161), we compared multi-LLM collabora-
tion with its single-LLM counterpart during the conversation and
recommendation phases, evaluating system performance and par-
ticipants’ experiences. We found multi-LLM collaboration equipped
the conversation manager with greater adaptability to the conver-
sation contexts, while powering the recommendation engine to
deliver more nutritionally balanced and wide-range recommenda-
tions. Our discussion then focuses on the implications for designing
user-centered CRS with LLMs.

CCS Concepts
• Human-centered computing → HCI design and evaluation
methods.
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1 Introduction and Backgrounds
Conversational recommender systems (CRS) are applications that

make recommendations to individuals by gathering relevant infor-
mation from users in natural language conversations [12]. Com-
pared to traditional recommender systems that infer user prefer-
ences from online activities or rely on “one-shot” feedback (e.g.,
likes and dislikes) [7, 19], CRS actively refines its understanding of
users through multi-turn dialogues, thereby providing more adap-
tive and tailored recommendations [12]. Particularly in the context
of dietary recommendations, CRS excels in gathering rich informa-
tion related to individuals’ diet, ranging from their health conditions
and dietary restrictions to taste preferences and budgets, which are
often unavailable in traditional recommender systems [1, 4, 20].

The recent rise of large languagemodels (LLMs) holds the promise
to scale up the development of CRS for broader audience: design-
ers and developers can use natural language prompts to instruct
the model’s data collection procedure [15, 26], while leveraging its
extensive knowledge base to generate recommendations without
external databases [5, 28]. However, building an effective LLM-
powered CRS remains difficult. First, the challenge lies in structur-
ing the conversation to gather sufficient information and respond
to users in a coherent and engaging flow, while encouraging them
to share more relevant information [13, 26]—balancing these objec-
tives may exceed the capacity of a single prompt. Prior work shows
that a single prompt often struggles to follow lengthy and complex
instructions [15, 26]. Second, when generating open-ended items,
such as recommendations, LLMs tend to focus on a narrow segment
of the search space and make similar recommendations to different
people, due to the generation mechanism that prioritizes items with
the highest probabilities [2, 23].

In navigating the above challenges, we draw inspiration from
recent research to explore the opportunities for multi-LLM col-
laboration, where multiple LLMs (or the same LLM with different
prompts) are organized together in sequence or parallel to tackle
complex tasks through a divide-and-conquer approach [6, 24, 25, 27].
One key advantage of this structure is allowing each LLM to focus
on one specific sub-task without being burdened by overly lengthy
prompts, enabling them to specialize in different aspects of the
problem and complement each other’s generation space [6, 24, 25].
However, multi-LLM collaboration may increase the risk of error
propagation (inaccuracies in one LLM’s output can cascade through
the pipeline) and time cost [6, 24]. Not much work has explored how
to design such a collaboration pipeline for CRS, and whether it can
consistently improve the performance of conversation management
and recommendation generation. Moreover, prior work primarily
focused on assessing system metrics (e.g., Precision, Recall, and F1
score) [24], lacking empirical understanding of how end-users—who

engage with the CRS and receive the recommendations—perceive
the performance of different system structures, which is crucial for
developing more user-centered CRS.

In this light, we set out to explore LLM-powered CRS design for
dietary recommendation, a context where diverse individualized
needs, such as age, gender, taste preferences, and social lives, need
to be carefully considered [3, 16, 17]. We developed SmartEats, us-
ing a 2 × 2 design to examine single- versus multi-LLM structures in
the conversation and recommendation phases, respectively. Specif-
ically, we configured four versions of SmartEats: (1) single-LLM
structures for both phases as baseline (PB), (2) multi-LLM conver-
sation manager and single-LLM recommendation engine (PC), (3)
single-LLM conversation manager and multi-LLM recommendation
engine (PR), and (4) multi-LLM structures for both phases as a full
version (PF). Here, multi-LLM structures consist of LLMs created
using GPT-4 with distinct prompts, refined through collaboration
with a professional nutritionist.

By comparing these four versions through an online between-
subjects study (N = 161), we found all versions successfully gathered
the pre-defined information in over 97% cases (slot-filling rate), and
the versions featuring multi-LLM conversation manager were able
to adapt the question order based on the conversation context.
While all versions achieved a recommendation acceptance rate of
over 95%, the versions with the multi-LLM recommendation engine
suggested a wider variety of dishes to different participants, which
were also more nutritionally balanced. Additionally, participants in
the groups with a multi-LLM recommendation engine reported it
easier to communicate their preferences than in other groups.

Our findings contribute a systematic and empirical understand-
ing of how multi-LLM collaboration compares to single-prompt
structures in designing LLM-powered CRS, particularly regarding
information collection, conversation management, recommenda-
tion quality, and user experience in the context of dietary recom-
mendation. We also provide insights into the multi-LLM pipeline
structure design, which can benefit CUI researchers and designers
aiming to enhance CRS performance within and beyond the domain
of dietary recommendation.

2 SmartEats Design and Development
In a CRS, interactions typically consist of two phases: the conver-
sation phase, where the conversational agent (CA) engages with
users and gathers information from them, and the recommenda-
tion phase, where the CA delivers recommendations [12]. Given
the different objectives of these two phases, our design centered
on developing a multi-LLM structured conversation manager and
recommendation engine, and comparing them with their single-
LLM counterparts, which were created using the same instruction
content but consolidated into a single prompt. These LLM compo-
nents were powered by GPT-4 with distinct prompts. To ensure
the safety and appropriateness of the generated recommendations,
we involved a professional nutritionist specialized in weight and
chronic disease management to provide feedback during our design
and internal test process.

https://doi.org/10.1145/3719160.3737635
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Figure 2: The procedure of the user study.

2.1 Conversation Manager
From prior research that identified key factors influencing people’s
dietary practice [3, 16, 17], we defined 17 pieces of key information,
referred to as “slots”, to collect from users during conversation.
These slots can be grouped into seven categories: (1) demographics
(age, height, weight, biological sex), (2) health-related goals, (3)
recent emotional status, (4) eating habits (eating at regular times or
only when one feels hungry, typical time spent on meals, commonly
consumed food), (5) preferences (dietary restrictions, dining out
or homemade meals, food culture, taste or cuisine), (6) food access
(geographic location, budget), and (7) other lifestyle factors (eating
alone or with others, exercise frequency).

To create a coherent, natural, and engaging conversation flow to
gather these pieces of information, we created two LLMsworking in
sequence to form the multi-LLM conversation manager. As shown
in Figure 1, first, a slot selection LLM is prompted to dynamically
select a slot to be filled next, depending on the incomplete slot list
and the conversation log (C1 → C2), and proceed to the recom-
mendation phase when all questions corresponding to slots are
delivered. In case the user expresses confusion about the question,
the slot selection LLM will select the same slot again. Second, a
question deliver LLM with a different prompt generates a question
based on the selected slot and composes a message that contains
responses to the user input in the previous round of conversation
(e.g., acknowledging their situations) and naturally transits to the
question (C2→ C3). Upon receiving a response from the user, the
collected information will be saved in the slot list for later use (C4).

2.2 Recommendation Engine
According to the USDA Healthy Eating Index [10], a healthy

dietary recommendation should ensure nutritional balance in car-
bohydrates, proteins, and vegetables or fruits and cover various

food groups [8, 17], which our nutritionist collaborator also high-
lighted. Additionally, the recommendation engine should offer a
wide range of foods to tailor to the unique needs of different indi-
viduals, while introducing novel recommendations that can bring
surprises and joy [8].

Regarding this, we create multiple LLMs to work in parallel and
sequence (see Figure 1). First, to create a wide range of recommen-
dations, two different dish listing LLMs are prompted to generate
dish candidates from the slots: one generates five dishes similar
to the user’s regular diet (regular dish listing LLM), and the other
generates five novel dishes that differs from the users’ typical meals
(novel dish listing LLM). In both LLMs, we incorporated explicit
instructions that the listed dishes should be nutritionally balanced
and include different food groups in their main and side compo-
nents (R1 → R2). Second, a dish selecting LLM selects one dish
that best aligns with the person’s situation from each group and
then recommends these two dishes to users. We also instructed this
LLM to double-check the nutritional balance of the dishes. Along
with the recommendations, the system generates images of the
dishes with explanations to help users understand why the dishes
are recommended to them. We implemented two rounds of recom-
mendations, where users can provide feedback to refine the second
round if unsatisfied with the first.

3 Method: A Between-Subjects Study
To examine the effectiveness of multi-LLM collaboration on CRS
performance, we conducted a between-subjects study by compar-
ing the single-LLM counterpart to the multi-LLM conversation
manager and recommendation engine, as described in Figure 2.
While messages and generated recommendations differed among
the four groups, the interaction flows were the same. The study
was approved by the university’s Ethics Review Committee.
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Table 1: Two conversation examples from participants in the PC and PB groups, both of whom expressed negative emotions in their responses.
The PC version first acknowledged the participant’s feelings and then naturally transitioned to a question asking about their health goals. The
PB version responded to the participant’s feelings in a more general way and then followed the question order listed in the prompt without
transition. The bold texts corresponded to the predefined slots.

PC version (PC-7) PB version (PB-12)

... How have you been feeling emotionally these days? ... How have you been feeling emotionally recently?
Bad, very stressed and anxious. Slightly stressed with work, but other than that I feel good, just normal.

I am sorry to hear that you’re feeling stressed and anxious. If you’re open
to it, managing stress and anxiety can also be supported through dietary choices.
Do you have any specific health goals or aspects of your well-being that you
would like to improve, which might also help with your stress and anxiety?

It’s quite common to feel stressed from work. Remember to take breaks and find time
to relax, as stress can also affect your digestive health. Speaking of preferences, what
types of flavors or cuisines do you enjoy the most?

I would like to improve my diet to lose weight and increase fitness overall. I like Italian food, but I like most cuisines and try to have a range.

Participants: we recruited participants on Prolific with the four
inclusion criteria listed in Figure 2. The 161 participants who com-
pleted the study with validated responses aged from 18 to 69 (M
= 34.80, SD = 12.44), including 84 females and 77 males, and were
from the US (30) and the UK (131). At the end of the interaction with
SmartEats, participants were asked to complete a post-interaction
questionnaire on their perceived recommendation quality follow-
ing prior literature in recommender systems (e.g., recommendation
novelty, diversity across the dishes recommended each round, inter-
action adequacy, etc) [21], as well as their conversation experience
(e.g., interaction satisfaction) [11, 21, 22]. Additionally, they shared
open-ended thoughts and feedback with us. Participants spent 17
minutes on average to complete the entire study, each receiving
EUR 2.25 as compensation.

Data Analysis: we compared the questionnaire responses of
participants in the four groups using two-way ANOVA, treating
the multi-LLM conversation manager and recommendation engine
as the main effects. To further examine how these versions per-
form in managing the conversations, we analyzed participants’
conversation logs, deriving the slot-filling rate (i.e., the percentage
of pre-defined slots that were filled by relevant user responses com-
pared to the total number of slots) and question orders of different
conversations (which reflects the conversation manager’s ability to
dynamically adjust slot selections).

For the recommendation phase, we calculated the recommen-
dation acceptance rate and examined whether the system gener-
ated nutritionally balanced meals—including vegetables or fruits,
proteins, and carbohydrates [9, 10]. In the latter analysis, two re-
searchers first independently analyzed a sample of recommended
dishes (24.8%) and dummy-coded ‘1’ or ‘0’, indicating whether the
dish was nutritionally balanced or not (i.e., ‘1’ for balanced dishes).
Upon achieving a Cohen’s kappa of 0.83 and resolving discrepan-
cies, the first author coded the remaining data. We also derived
the range of dishes recommended to different participants in each
group by calculating the text-similarity of dish names (e.g., the
text-similarity between Grilled lamb kebabs with quinoa salad and
assorted bell peppers and Spicy grilled chicken with mixed salad and
quinoa) [18]. A high level of name similarity among dishes rec-
ommended to different participants means a narrower range of
recommended dishes. For both meal balance and recommendation
range, we conducted two-way ANOVA tests to examine the effects
of the multi-LLM collaboration. Additionally, we monitored the

time cost for generating responses during the conversation and
recommendation phases, and reviewed participants’ responses to
the last open-ended question to complements our quantitative data.

4 Results
In this section, we report the results of the performance and user
experience with the four versions of SmartEats.

4.1 Conversation Phase
All groups achieved a slot-filling rate exceeding 97% (PB: 98.1%, PC:
97.2%, PR: 99.4%, PF: 98.2%), demonstrating the effectiveness of both
single- and multi-LLM structures in information collection. The
average time on processing user input and delivering questions did
not significantly differ between the four groups (PB: 2.1 seconds,
PC: 2.5 seconds, PR: 2.6 seconds, PF: 2.4 seconds), suggesting that
multi-LLM collaboration did not increase time cost.

However, the single- andmulti-LLM conversationmanager showed
difference in their ability to manage the conversation flow: all par-
ticipants in the PB and PR groups received questions strictly follow
the slot sequence listed in our prompt, despite the prompt speci-
fying that the question order should be flexible and adapt to the
conversation context; in contrast, 80 participants in the PC and PF
groups received questions in 65 different orders, where the multi-
LLM conversation manager demonstrated better adaptability by
dynamically selecting questions (see Table 1). Although we did not
observe significant difference in participants’ self-report conversa-
tion experiences among the four groups, some of those in the PC
and PF groups highlighted that their conversation was natural and
smooth (e.g., PF-29: “the conversation was really smooth”), while
those in other groups felt the other way around: “the questions were
a bit random” (PR-32), “almost of a script” (PB-32).

4.2 Recommendation Phase
All groups achieved an acceptance rate of over 95%, and the ac-
ceptance rate of the PR and PF groups reached 100% (PB: 97.5%,
PC: 95.0%). Relatedly, participants in the PR and PF groups shared
positive and excited comments: “This is the first time I am able to
do a survey that fits my dietary preferences!” (PR-10). Similar to the
conversation phase, the time cost on recommendation generation
did not significantly differ among the four groups (PB: 31.4 seconds,
PC: 29.4 seconds, PR: 33.0 seconds, PF: 28.5 seconds).
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Table 2: Participants’ perceptions of the recommendations. Statistical significance is marked with * (p < .05) and a marginally
significant difference regarding recommendation diversity was observed, which is marked with · (p < .1).

SmartEats versions Group
Recommendation
diversity·

Recommendation
novelty

Interaction adequacy* Eating intention

With multi-LLM
recommendation engine

PF (n = 40) M = 4.18, SD = 1.51 M = 3.93, SD = 1.08 M = 4.90, SD = 0.87 M = 4.40, SD = 1.30

PR (n = 41) M = 4.24, SD = 1.55 M = 4.10, SD = 1.19 M = 5.12, SD = 0.87 M = 4.54, SD = 1.12

Without multi-LLM
recommendation engine

PC (n = 40) M = 3.53, SD = 1.77 M = 3.65, SD = 1.32 M = 4.50, SD = 1.38 M = 4.20, SD = 1.38

PB (n = 40) M = 4.03, SD = 1.52 M = 3.95, SD = 1.24 M = 4.78, SD = 1.05 M = 4.35, SD = 1.19

Table 3: Nutritional balance and similarity scores of the recommended dishes. A higher similarity score indicates greater
similarities among the dishes to different participants. Statistical significance is marked with * (p < .05), or *** (p < .001).

SmartEats versions Group Dish balance*** Regular dish similarity*** Novel dish similarity*

With multi-LLM
recommendation engine

PF (n = 40) M = 0.89, SD = 0.31 M = 0.46, SD = 0.26 M = 0.21, SD = 0.11

PR (n = 41) M = 0.90, SD = 0.30 M = 0.44, SD = 0.22 M = 0.19, SD = 0.06

Without multi-LLM
recommendation engine

PC (n = 40) M = 0.49, SD = 0.50 M = 0.84, SD = 0.28 M = 0.24, SD = 0.11

PB (n = 40) M = 0.50, SD = 0.50 M = 0.71, SD = 0.32 M = 0.23, SD = 0.13

Table 2 shows participants’ perceptions of the recommendations,
in which PR and PF groups perceived better interaction adequacy
(F = 4.976, p = .027), meaning that the multi-LLM recommendation
engine made it easier for participants to communicate their prefer-
ences to the system. With the multi-LLM recommendation engine,
participants also perceived the dishes recommended to them as
more diverse than the other two groups, with a marginal signifi-
cance (F = 2.991, p = .086). Furthermore, dishes recommended by the
PR and PF versions exhibited smaller similarity scores, indicating
they delivered a wider range of recommendations to different par-
ticipants, including both regular and novel dishes (regular dishes: F
= 63.758, p < .001; novel dishes: F = 4.741, p = .031).

As mentioned in section 2.2, we explicitly instructed all the
versions of SmartEats to ensure the nutritional balance of the rec-
ommended dishes, which is an important aspect of a healthy diet.
However, this instruction showed stronger effects on the PR and PF
versions by including more nutritionally balanced dishes compared
to PB and PC versions (F = 81.183, p < .001). In other words, the
multi-LLM recommendation engine demonstrated better effective-
ness in adhering to the instruction details on nutritional balance,
which was often overlooked by its single-LLM counterpart.

5 Discussions and Future Work
As the first step to exploring multi-LLM collaboration for enhancing
the performance of CRS, our study uncovered nuanced yet impor-
tant findings in the context of dietary recommendations. First, all
versions achieved slot-filling rates exceeding 97%, indicating the
latest GPT-4 with a single prompt could deliver all questions in-
cluded in the prompt without omissions in most cases. This is an
advancement compared to GPT-3, which was shown in prior study
that achieved 79% slot-filling rate with a similar single-prompt
design [26]. Nevertheless, the single-LLM conversation manager
struggled to diversify the question orders, while the multi-LLM
conversation manager exhibited greater adaptability to achieve this
goal. Thus, this structure can benefit CAs for collecting long lists of

predefined information (e.g., pre-consultation [14]) through a more
natural and engaging flow.

Moreover, although the multi-LLM recommendation engine did
not significantly differ from its single-LLM counterpart in users’
recommendation acceptance rate, it demonstrated better recommen-
dation quality regarding nutritional balance and recommendation
range of dishes, as well as enhanced interaction adequacy. This
approach expanded the space where the LLMs search for dishes
by generating intermediate reasoning results to prevent a fixation
on high-probability items [2, 23]. Lastly, multi-LLM collaboration
did not necessarily increase time costs, indicating that resolving
multiple sub-tasks may not sacrifice efficiency.

To conclude, the lessons learned from this work can be extended
to broader contexts, such as recommending fitness plans and stress
coping strategies. In the conversation phase, the multi-LLM con-
versation manager can dynamically select appropriate questions to
maintain a coherent conversation flow, creating natural and engag-
ing conversation experiences and eliciting richer information from
users about their daily lives, health goals, and real-life challenges. In
the recommendation phase, the multi-LLM recommendation engine
can offer recommendations more appropriately, as the structure
ensures better consistency in following prompt instruction details.
These insights can inform CUI researchers and designers to develop
CRS that deliver more engaging and tailored user experiences. Go-
ing forward, we aim to deploy SmartEats in a longitudinal study
and examine its effects on individuals’ dietary behaviors in practice.
This will include assessing how well individuals retain information
from the recommendations and the extent to which they implement
the suggestions in their daily lives.
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