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Figure 1: Examples of gestures collected from our survey study illustrate the expressive potential of a single-hand gesture: one emotion can be
expressed differently with different finger-pointing directions, palm directions, movements, and strength.

ABSTRACT
Hand gestures are widely used in daily life for expressing emotions,
yet gesture input is not part of existing emotion tracking systems.
To seek a practical and effortless way of using gestures to inform
emotions, we explore the relationships between gestural features
and commonly experienced emotions by focusing on single-hand
gestures that are easy to perform and capture. First, we collected
756 gestures (in photo and video pairs) from 63 participants who
expressed different emotions in a survey, and then interviewed 11 of
them to understand their gesture-forming rationales. We found that
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the valence and arousal level of the expressed emotions significantly
correlated with participants’ finger-pointing direction and their
gesture strength, and synthesized four channels through which
participants externalized their expressions with gestures. Reflecting
on the findings, we discuss how emotions can be characterized and
contextualized with gestural cues and implications for designing
multimodal emotion tracking systems and beyond.
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1 INTRODUCTION
Emotion capture and tracking can benefit various domains, includ-
ing health assessment [20, 58] and computer-mediated communica-
tion [17, 36]. Traditionally, emotion capture relies on self-reporting
through diaries or questionnaires [18, 46, 85], which often impose a
heavy input burden on people and can be susceptible to recall bias.
Automated emotion tracking technologies such as facial expres-
sions [7], speech analysis [49], and physiological signals detection
(e.g., heart rate variability [21, 70], skin responses [42]) offer objec-
tive data but can be challenging to deploy in real-world settings, due
to the wearing burden [86] and data interpretation difficulties [21].

Hand gestures, as part of our body language, are often used to
express emotions in daily life [33, 56]. This connection between
emotion and gesture is grounded in Embodied Cognition, a cognitive
science theory that emphasizes the important roles of perception,
action, and the environment in shaping our cognitive process [6, 79].
Rather than viewing cognition as amodal, abstract, and detached
from the physical world, Embodied Cognition advocates that the
mind should be understood in relation to the body’s interaction
with the physical and social surroundings [6, 74, 90]. Following
Embodied Cognition, human gestures represent a form of physi-
cal embodiment of our mental activities. Consequently, they can
convey our emotions and, conversely, serve as indicators of our
emotional state. For example, people naturally move their hands
while speaking to convey a feeling of excitement, hesitation, or
confidence [33, 56]. Some gestures such as “thumbs up,” “ok,” and
“victory” are widely recognized that people can easily interpret their
intended messages without explicit explanation (e.g., a thumbs-up
gesture is often associated with positive connotations, such as ap-
proval and agreement) [23, 52]. Other gestures, although without
universal recognition, can still carry meanings within certain con-
texts (e.g., a clenched fist usually conveys a feeling of anger) [56].

In the HCI community, gesture is often seen as an interaction
modality to facilitate the control of different objects, applications,
and devices [87, 92], which has driven the development of technolo-
gies for precise gesture recognition and analysis [48, 89]. However,
it remains unclear how these gesture recognition technologies can
be applied to capture the emotions that people experience in daily
life. Although prior work has investigated the connections between
hand gestures and emotions [5, 35, 36], they largely focused on
the symbolic meanings of the gestures (e.g., mapping gestures to
different emojis [36]), and overlooked how various emotional states
may affect the nuances in gestural features such as finger-pointing
direction, palm direction, strength, and moving frequency [56].
Moreover, existing studies often examined emotion expression with
gestures involving head, shoulder, and other body parts [15, 36, 68].
While conveying rich meanings, these body gestures can be difficult
to perform and recognize in everyday life situations.

To seek a more practical and effortless way of using gestures
to inform emotions, we focus on single-hand gestures that are of-
ten simple to perform and can be easily captured by lightweight
and off-the-shelf technologies such as smart watches [48, 89] and

sensing gloves [13]. As the first step, we are interested in un-
derstanding how people express different types of emotions
through single-hand gestures by investigating the connections
between gestural features and emotion dimensions (i.e., valence and
arousal) [75], as well as the process by which individuals externalize
their emotions using hand gestures.

We first conducted a survey study to collect photos and videos of
individuals’ single-hand gestures as they expressed different emo-
tions. These emotions (e.g., happy, relaxed, angry, tired) are derived
from the well-known Russell Emotion Circumplex covering a com-
prehensive range of valence (i.e., positiveness or negativeness) and
arousal (i.e., intensity) levels [75]. To effectively elicit each emotion
during the survey, the research team carefully selected 12 image
stimuli from the OASIS database, an open-access online image stim-
ulus depicting a broad spectrum of themes with normative ratings
on valence and arousal [41]. Our survey gathered 756 single-hand
gestures (captured by photos and video) from 63 individuals rep-
resenting diverse ages, regions, and ethnic groups. To gain deeper
insights into the reasoning behind how participants form the ges-
tures to express their emotions, we conducted follow-up interviews
with 11 of them.

We found the valence and arousal levels of the expressed emo-
tions significantly correlated with participants’ finger-pointing di-
rection and gesture strength; and that younger individuals tended
to employ more diverse gestures to express their emotions. The in-
terviews revealed that our participants not only leveraged existing
symbolic meanings associated with gestures, but also “self-created”
a variety of gestures for more personalized expression. They added
meanings and stories behind the gestures, and moved their hand
in different angles and speeds to enrich the meanings. We further
synthesized four channels through which participants externalized
their emotions, including communication norms, creative embod-
iment, physical expression, and abstract expression. In particular,
individuals’ cultural practices and the visual elements in the im-
age stimuli played parts in their gesture-forming process. These
findings unfolded the dynamic and subjective nature of emotion
expression, which can potentially unlock a new avenue for emotion
capture and tracking with single-hand gestures.

This work contributes to the HCI community in three aspects: (1)
Empirical evidence of how different gestural features are correlated
with the valence and arousal associated with emotions; (2) In-depth
understanding of how individuals express their emotions using
single-hand gestures and their underlying mental models. To the
best of the authors’ knowledge, this is the first empirical study
probing into the connections between emotions and single-hand
gestures; and (3) design implications for efficient and inclusive
emotion tracking systems leveraging gesture input.

2 RELATEDWORK
This section covers related work on the role of gestures in emo-
tion expression, existing emotion capture methods, and prior HCI
research on gesture elicitation to motivate our study method.

2.1 Emotion Expression and Gestures
Emotion is generally recognized as mental states related to per-
ceptions, thoughts, and behaviors [9]. The widely known Russell’s
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Circumplex Model of Affect posits a bipolar circular space in which
human emotions are distributed, with valence (i.e., the positive-
ness or negativeness of that feeling) and the level of arousal (i.e.,
the intensity or activation level of feeling excited or alert) that
jointly represent various affective states (e.g., being alarmed, sleepy,
pleased, or miserable) [75]. In a recent review, Keltner et al. summa-
rized that humans possess at least 20 distinct emotions conveyed
through a wide range of indices [32], which encompasses not only
facial expressions [7] but also vocalizations [93], textual communi-
cations [1, 38, 62], physiological signals [70], body movements [2],
and gestures [19]. In other words, human emotions are a nuanced
phenomenon that entails integration and synchronization of cogni-
tion, physiology, and behavior.

In expressing emotions, the role of physical movement can be
understood through a series of somatic theories regarding the origin
of emotions [12, 29, 43, 77]. The classical James-Lange Theory [29,
43] postulates that emotions are elicited by physiological reactions
to certain events, with bodily actions rather than cognitive appraisal
forming the basis of emotional experiences. As a particular type of
bodily action, hand gestures have been recognized as a significant
channel of self-expression [5], which is present in almost all cultures
as a non-verbal language to facilitate communications [10, 28, 57,
65]. For example, politicians use the movements of their left and
right hands to represent the left-wing and right-wing parties in
political conversations [10].

Referring to McNeill’s pioneering work [56], hand gestures can
be broadly classified into two sorts: representational gestures with
semantic-driven meanings (e.g., shapes, actions, and events), and
non-representational gestures with no concrete meanings and are
characterized by rapid, rhythmic hand movements. In sign lan-
guages, hand gestures have also been seen as an important tool to
encode emotional signals [27, 71]. For instance, researchers found
that people without prior knowledge of Finnish sign language were
able to capture anger and neutrality via hand movements during
signing, indicating that hand gestures have a rich capacity to com-
municate emotional signals. Accordingly, there are coding systems
developed to code and analyze hand gestures depending on the par-
ticular research inquiries. As summed up by Kipp and Martin [35],
the coding schemes can be categorized into a descriptive scheme
that relies on an objective description of hand movements and an
interpretative scheme focusing on examining the semantic mean-
ings behind bodily movements [69, 88]. These coding strategies
have driven the development of gesture databases for researchers
to detect, classify, and understand hand gestures [47, 52, 53, 59, 84].
For example, Ma et al. developed a gesture database with 10,300
original photos from 129 participants [52], which contains seven
well-known hand gestures used as communicative symbols associ-
ated with positive (e.g., “thumbs up”: indicating recognition; “OK”:
showing agreement; “victory”: demonstrating success), negative
(e.g., “thumbs down”: suggesting disapproval), and neutral emotions
(e.g., “waving hand”: attendance, farewell, or ignorance to criticism;
“phone call”: a later call back). While lacking diversity in partici-
pants’ backgrounds [52]), this database has laid the groundwork for
the later development of hand gesture recognition systems, serving
as the pillar for emotion detection and beyond.

2.2 Emotion Capture and Tracking
In recent decades, there has been a growing recognition of the
importance of tracking emotions, especially in the healthcare con-
text [20]. Specifically, emotional states, such as stress and anxiety,
can predict various health conditions, including mental issues [58]
and physical illnesses [4], which highlights the need to effectively
monitor emotions, or emotion tracking, as a first step in treatment in-
tervention. Emotion tracking is an important tool for understanding
patterns of emotion variability, promoting self-awareness, and fa-
cilitating emotion regulation and overall well-being [44]. Given the
subjectivity of emotions, researchers commonly use an experience-
sampling methodology that relies on self-report [85]. These tools
can range from traditional methods such as online diaries [73],
open-ended surveys [60], and Likert-scale questionnaires [46], to
tangible tools like 3D clay pieces shaped to represent emotional
experiences [44]. However, self-report assessments of emotions
involve significant limitations, covering but not limited to report
bias, where individuals may not possess a comprehensive and accu-
rate understanding of their instant emotional experiences or report
emotions in conformity to social or cultural expectations [63]. Ad-
ditionally, people may lack motivation for long-term and intensive
data collection in self-reported emotion-tracking tasks [8].

To lower the burden of manual emotion tracking, recent ad-
vancements in wearable sensing have expanded the possibilities,
particularly leveraging physical embodiment of emotional reactions.
This class of emotion-capturing techniques works mainly through
the collection of biological signals to mark the changes in the au-
tonomic nervous system responsible for emotion responses [39],
which typically includes the data of activities in muscle (e.g., elec-
tromyography signals [40]), skin (e.g., electrodermal activity [82],
temperature [66], blood flow [45]), brain (e.g., electroencephalogra-
phy signals [64]), and respiration indices [94]. However, collecting
such indices, particularly biological signals, is usually limited to
laboratory settings due to factors like high cost, complex setup, and
lack of applicability in daily life [34]. Therefore, researchers and
practitioners have been seeking more affordable tracking methods,
resulting in the development of smart gadgets that use wearable
devices like smartwatches, wristbands, and headbands to recognize
and capture emotion-specific cues.

2.3 Gesture Elicitation Studies in HCI
Gesture elicitation, introduced by Wobbrock et al. in 2005 as a
“guessability method” to collect users’ intuitive preferences for sym-
bolic input [91], has been widely used in HCI research for under-
standing and leveraging gestures as an interaction means between
humans and computing systems [87]. As Villarreal-Narvaez et al.
summarized from 216 gesture elicitation studies spanning 2009 to
2019 [87], existing research predominantly focused on utilizing ges-
tures to improve task performance and interaction efficiency. For
example, Wobbrock et al. collected a set of user-defined gestures as
commands to control and manipulate objects on tablet surfaces [92];
Chan et al. studied how single-hand microgestures can help users
better navigate small interaction spaces (e.g., mobile phones) [16],
and Sharma et al. investigated how such mircogestures can be used
to facilitate interaction with hand-hold objects [80]. Interestingly,
despite the proliferation in the studies of physical embodiment of
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emotions, gesture elicitation, and multimodal emotion tracking in
the HCI community, there has been limited design and development
work using hand gestures to infer people’s emotional states. Most
relatedly, Koh et al. leveraged the symbolic meaning of hand ges-
tures to analogize emojis in the context of instant messaging [36].
The researchers conducted a series of studies, in which participants
used two hands along with body movements to represent over 30
popular emojis through self-creation or learning from others. Their
results showed that some emojis (e.g., “thumbs up,” “victory,” “pray”)
are intuitive to represent whereas others (e.g., “sob,” “grin,” “expres-
sionless”) posed challenges for participants to convey. Building
on the findings, the research group later applied gesture interac-
tion in virtual meetings, where people could use gestural cues for
impromptu polling [37]. Other works focused on understanding
how people communicate emotions through touch-based gestures
such as squeezing, lifting, pushing, and tapping [25, 26], which is
often applied in human-robot interaction [95, 96]. To the best of our
knowledge, no research work has been done to examine whether
and how people can use single-hand gestures to intuitively express
emotions at different valence and arousal levels. This matter, as ar-
gued by Asalıoğlu and Göksun [5], possibly stems from difficulties
in precisely transcribing and classifying the complicated attributes
of hand gestures. To bridge this gap, we aim to understand the
mapping between emotions and gestures, laying a foundation for
future designs of gesture-facilitated emotion tracking.

3 METHOD
This section describes the procedures of our survey study and the
follow-up interviews. We explain our rationale for the study design
while describing the types of data we gathered. Next, we cover the
data analysis methods, including gesture coding, statistical tests,
and qualitative interview analysis.

3.1 Survey Data Collection
As an exploratory study, we chose to conduct a survey study because
it allows us to gather a large amount of data from a diverse range
of participants. Drawing from Russell Emotion Circumplex [75],
we derived 12 emotions covering a comprehensive range of valence
and arousal levels:

• Positive valence and high-arousal: excited, delighted, happy.
• Positive valence and low-arousal: content, relaxed, calm.
• Negative valence and high-arousal: tense, angry, frustrated.
• Negative valence and low-arousal: depressed, bored, tired.

3.1.1 Image Stimuli Selection. Prior to eliciting gestures for differ-
ent emotion expressions, our first step is to elicit these 12 emotions.
We used a set of images as emotional stimuli, which is a commonly
used approach in social psychology studies [24]. To determine the
appropriate stimuli for the 12 emotions, we searched through 900
images from the OASIS database, an open-access image source that
was published in 2017 and widely used in numerous emotion elic-
itation studies [41]. The 900 images were randomly divided into
six parts (each containing 150 images); each part was reviewed by
one of the six researchers (three male and three female) indepen-
dently to select the most representative image for each emotion,
with notes explaining their choices. Next, the entire research group
reviewed all the selected images and voted for the best one for each

emotion. Ultimately, we selected 12 image stimuli to be presented
in the survey (see Figure 2). Note that we also compared the valence
and arousal rating of each image from the data provided by OASIS,
which consistently aligned with the emotion words that they were
chosen to represent.

3.1.2 Survey Design. The survey started with a consent form de-
scribing the survey procedure and potential risks (e.g., emotional
fluctuation during the survey). We also appended a video illustrat-
ing the process of capturing single-hand gestures from different
angles and our requirements for the photos and videos regarding
clarity and resolution. The instructions explicitly stated that all
the photos and videos collected in the survey would be used exclu-
sively for research purposes and would not be linked to participants’
personal identities. Participants were strongly encouraged not to
include any personally identifiable information, such as their faces,
in the captured media. For each emotion, participants were first
asked to select an option from the list of 12 words that best de-
scribes the emotion they felt, and to rate the valence and arousal
of that emotion on a scale from 1 to 7. To ensure that participants
choose the word solely based on their perceived emotions, we did
not require them to choose different words for different image
stimuli. The rating questions were designed to assess participants’
understanding of the emotions portrayed by the image stimuli and
to identify potential careless respondents for later exclusion. Next,
participants were requested to upload a photo and a short video (2
to 5 seconds) to capture the static gesture and their gesture-forming
process. The 12 image stimuli were presented in a random order
to counterbalance any bias or influence that may arise from the
specific sequence in which the images are shown.

For quality control, a test question was inserted randomly in
the survey, asking participants for their year of birth. Inconsistent
responses between the test question and the provided age would
result in exclusion from the analysis. At the end of the survey,
participants were asked basic demographic questions, including
gender, age, occupation, and regions they live. On average, the
survey took each participant 30 minutes to complete. To thank
participants for their time, each of those who completed the survey
received a USD 5 Amazon Gift Card.

3.1.3 Participants. We disseminated the survey through flyers on
campus and online posts on Reddit and Facebook. Among the 457
participants who filled out the survey, 86 completed all the ques-
tions. After a thorough review of the uploaded photos and videos,
we excluded the data from 23 participants due to irrelevant uploads
(e.g., photos or videos not capturing any hand gestures), unclear
visuals (e.g., difficulty in discerning gesture shape and position),
repetitive uploads (e.g., we did not enforce participants to capture
different gestures for each emotion, but we excluded those who
uploaded multiple instances of the exact same content), contrast
responses in valence/arousal choice compared to the associated
emotion word (e.g., choosing “angry” with a high-valence rating, or
choosing “happy” for a clearly negative image stimulus), or failure
to pass the test question. As a result, we included data from 63
participants (39 females, 23 males, and one non-binary), whose ages
ranged from 18 to 54 (M = 26, SD = 7.67). Our participants were
from diverse regions including US (38), UK (11), Hong Kong (5),
Kenya (3), Indian (3), Nigeria (1), Lithuania (1), and Mexico (1).
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Figure 2: The image stimuli selected from the OASIS database to elicit 12 emotions (positive high arousal: (1)–(3); positive low arousal: (4)–(6);
negative high arousal: (7)–(9); negative low arousal: (10)–(12)). The word under each image was used as a reference for the research team, rather
than being provided by the participants. In the survey, participants could choose different words to represent their emotions elicited by the
image stimuli.

3.2 Follow-Up Interviews
We sent an email to invite all 63 participants whose data were
included in the survey analysis. Among the 19 participants who
responded to our invitation, only 11 ultimately showed up during
the interview. These participants were three females and eight
males; their ages ranged from 21 to 30 (M = 28, SD = 2.44), and are
from the US (8), Kenya (2), and Hong Kong (1). Each participant
received a USD 5 Amazon Gift Card as a thanks for their time.

The interview took place within two weeks of the survey comple-
tion via Zoom and lasted from 20 to 40 minutes. To help participants
better recall their survey experience, we conducted the interviews
in a semi-structured manner. We shared our screen with a series
of slides consisting of the 12 image stimuli that participants were
presented with during the survey, along with the photos and videos
of gestures they formed. For each stimulus, participants were given
time to recollect their emotional responses and then explain their
use of certain gestures to express that particular emotion. In this
process, we prompted participants to elaborate on their under-
standings or interpretations of the emotions as well as nuances
associated with their gestures, such as the features we coded (e.g.,
gesture strength, motion frequency) and reasons for using simi-
lar gestures to express different emotions (or different gestures to
express similar emotions).

3.3 Data Analysis
3.3.1 Gesture Coding. Before mapping the gestures to different
emotions, we first aimed to characterize the prominent gestural
features from the collected photos and videos. This approach to
manually characterize the gestures has also been widely used in
prior work to ensure that subtleties and nuances in gestures are
not overlooked [35, 69, 88]. Our gesture coding procedure involved
the following steps:

• Step 1. Initial coding: To start, two experienced HCI re-
searchers with prior experience in gesture interaction re-
viewed a sample of 176 (23%) gestures with a balanced dis-
tribution of the 12 emotions. In this step, we did not use any

predefined codebook; instead, we took a bottom-up approach
to observe the recurring patterns of the gestures and noted
down all the features deemed important. Following our own
feature list, we independently coded all the sample gestures.

• Step 2. Codebook development: The two experienced
researchers compared the gestural features they generated.
Through rounds of discussions, we merged similar features
(e.g., “motion speed” and “motion frequency”) and gathered
their possible values—codes (e.g., “motion frequency” can
be “high,” “middle,” or “low”). We also removed features that
are deemed less relevant (e.g., “arm direction”) or difficult to
characterize (e.g., “motion fluidity,” “motion range”). With
the codebook, we re-coded all the sample gestures (the details
of the codebook are described below).

• Step 3. Coding training: The two experienced researchers
shared the codebook with the other two graduate research
assistants (RAs). We explained the meaning of each feature
with examples and then asked the two RAs to code the sam-
ple gestures independently following the codebook. Next,
the RAs compared their coded gestural features with those
coded by the two experienced researchers. During this pro-
cess, we seek to establish a shared understanding of the
gestural features among the research team.

• Step 4. Reliability calculation: To ensure that the two RAs
can carry out the coding tasks in a way that consistently
aligns with the codebook, they independently coded another
set of gestures (163, 21.5%) and compared each other’s codes.
To calculate the inter-coder reliability, we used Perreault &
Leigh’s approach (𝐼𝑟 ), which was developed for assessing
the quality of nominal data based on qualitative judgments
of multiple coders [67]. The result showed that the 𝐼𝑟 values
were above 0.80 for all seven gestural features (mean: 0.89,
maximal: 0.98, minimal: 0.84), which passed the 0.70 thresh-
olds suggested as high reliability [76]. While resolving the
discrepancies in this step, the entire research team collec-
tively reviewed all the codes, and then iteratively expanded
or updated the possible values of each feature.
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Table 1: The distribution of the words chosen by participants when presented with the 12 image stimuli (the percentages listed in this table
have been adjusted to rounded values).

Positive valence & high arousal
emotion (n = 243, 32.1%)

Positive valence & low arousal
emotion (n = 141, 18.7%)

Negative valence & high arousal
emotion (n = 211, 27.9%)

Negative valence & low arousal
emotion (n = 161, 21.3%)

excited delighted happy content relaxed calm tense angry frustrated depressed bored tired
96 (12.7%) 53 (7.0%) 94 (12.4%) 32 (4.2%) 69 (9.1%) 40 (5.3%) 62 (8.2%) 67 (8.9%) 82 (10.8%) 82 (10.8%) 47 (6.2%) 32 (4.2%)

• Step 5. Wrapping-up: The two RAs evenly divided up the
work to complete coding the remaining 417 (55.16%) gestures.
In this step, the research team met on a weekly basis to
discuss the codes, and resolve any discrepancies that arose.

Upon finalizing the codebook, we devised two parts of gestural
features—static features based on the photos and motion features
based on the videos. The static features included the following.

• Gesture name: 20 labels that primarily depict the general
shape of the hand. These labels are informed by commonly
referred symbols (e.g., “thumbs up,” “thumbs down,” “victory,”
“finger heart”), descriptive terms (e.g., “open palm with fin-
gers spread,” “open palm with fingers pressed together”), or
numeric values that do not typically convey other meanings
(we have a few gestures labeled as “number three” and “num-
ber four”, which are different from gestures with commonly
referred meanings such as “ok” and “victory”). In cases where
a gesture could not be clearly depicted, we labeled them as
“others” but still coded their features described below.

• Finger-pointing direction: “up,” “down,” “side” (left or
right), “towards the body,” “outwards the body,” or “none”
(e.g., closed fist).

• Palm direction: “up,” “down,” “side” (left or right), “towards
the body,” or “outwards the body.”

• Gesture strength: “tight,” “loose,” or “unclear.” We coded
this feature by replicating the gestures in the photo with
our own hands to evaluate the amount of strength required.
After multiple rounds of trials and team discussions, we
reached an agreement that the strength of some gestures is
clearly tight or loose. The remaining gestures are labeled
with “unclear,” because they can be replicated with either
tight or loose strength, and it was difficult to determine their
strength level.

The motion features include the following.

• Motion name: 22 labels that depict the major movement
of the hand, including 10 types of one-time motion (e.g.,
“finger flexion,” “finger extension,” “palm supination,” “palm
pronation”) and 12 types of repeated motion (e.g., “repeated
punching,” “repeated shaking,” “repeated finger flexion and
extension”). Similar to the gesture name, if a gesture motion
could not be clearly depicted (e.g., involving multiple mo-
tions that are difficult to discern one which was the primary),
we labeled them as “others” but still coded their motion fea-
tures; and for a gesture involving multiple motions without
a clear message of which motion is the primary, we labeled
with as “multiple others.” Some gestures are static without
any hand movement, which we labeled as “none.”

• Motion frequency: “low,” “middle,” “high,” or “none.” Ges-
tures with motion frequency “none” did not involve any
hand movement in the videos.

• Ending status: “static” or “moving.” At the end of the gesture-
forming process, we examined whether the participant was
moving their hands. Note that this feature focuses on how
a gesture is ended rather than how it is formed. Thus, the
motion names of those with “static” ending status may have
a one-time motion name or be labeled as “none.”

3.3.2 Statistical Tests. We used the words chosen by participants
to represent their emotions in response to each stimulus. Rather
than relying on the emotions that the original stimuli were intended
to evoke, we considered the participants’ own choice of their emo-
tions as the basis for our analysis. In accordance with the Russell
Emotion Circumplex model [75], we categorized the 12 elicited
emotions based on the level of valence (positive or negative) and
arousal (high or low). To examine the correlations between gesture
features and the two dimensions of emotions (valence and arousal),
we performed a Chi-square test [81], by treating emotion valence
and arousal as independent variables and each gesture feature as
a dependent variable. We then conducted a residual analysis for
each significant test. Noting that participants sometimes formed
similar gestures to express different emotions, we are interested in
investigating if any individual traits contribute to the diversity of
gestures they used. Thus, we conducted correlation analysis [55] to
examine the relationships between the number of gestures that par-
ticipants uploaded and their demographics such as age and gender.
For participants whose gestures are labeled with multiple others,
we specifically examined whether these gestures are in a similar
shape; if not, they were further categorized with distinct labels (e.g.,
other 1, other 2) to facilitate the correlation analysis.

3.3.3 InterviewData Analysis. All the interviews are audio recorded
and transcribed into text. To derive insights into participants’ gesture-
forming rationales, we analyzed the interview transcripts alongside
the captured photos and videos of the gestures. Four researchers
(two senior researchers, one graduate RA, and one undergraduate
RA) first independently read and familiarized themselves with three
out of the 11 transcripts and noted down the recurring patterns.
Through multiple rounds of discussions, we identified the major
themes from the interviews that are centered around the connec-
tions between image stimuli, emotion understanding, and gesture
expression. Then, the two RAs collaboratively completed the anal-
ysis of the remaining transcripts. Next, the entire research team
worked together to merge similar codes, address discrepancies, and
refine the themes identified. Note that interrater reliability check
was not performed for the interview analysis as we aimed to un-
derstand participants’ rationale for their gesture formation in this
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Figure 3: An overview of the gesture names commonly appeared (freq > 10) in our survey and their distribution across emotions in different
valence and arousal levels.

particular study rather than to generalize the rationale patterns [54].
Instead, the analysis reliability was ensured through independent
coding and cross-checking among the four coders. To provide a
visual representation of the insights gained from the interviews, the
graduate RA sketched all the gestures formed by the 11 participants
who took part in the interviews.

4 RESULTS
In this section, we first report the results from the survey study
focusing on the quantitative analysis of gestures. Then we detail
our findings from the interviews focusing on participants’ gesture-
forming rationales and experiences.

4.1 Emotion and Gesture Distribution
4.1.1 Emotion Distribution. Our original image stimuli were se-
lected to evoke 12 different emotions (as described in Section 3.1.1).
However, participants sometimes chose the same word in response
to different stimuli. As a result, each of them chose five to 12 distinct
emotion words (M = 8.75, SD = 1.54). We found that participants
tended to choose words representing high-arousal emotions such
as excited, happy, angry, and frustrated, compared with those rep-
resenting low-arousal emotions such as content, calm, tired (see
Table 1). Thus, in our subsequent analysis to quantify gestural
features across emotions, we focused on the two dimensions of
emotions (valence and arousal), as their sample distributions are
more balanced than those within individual emotion words.

4.1.2 Gesture Overview. In response to each of the 12 image stim-
uli, each participant captured gestures in a photo and a short video;
therefore, we collected 756 single-hand gestures from the 63 par-
ticipants. Our participants used 4 to 12 unique gestures to express
the emotions they experienced in the survey (M = 7.71, SD = 1.56).
Interestingly, we found a moderate negative correlation between
participants’ age and the number of unique gestures they formed
(cor: -.25, p < .05): the younger participants tended to use more
diverse gestures. Most participants used the same hand (often the
left one) to form all the gestures, while using the other hand to

take photos and record videos; only two participants alternated two
hands throughout the survey. Five participants used a front-facing
camera to capture their gestures, and others all used a back-facing
camera.

4.1.3 Gesture Names Across Emotions. Among the collected ges-
tures, 667 (88.23%) were assigned with one of the 20 gesture names,
while the remaining gestures (89, 11.77%) were labeled with others.
The most commonly appeared gesture names were illustrated in
Figure 4, which include “closed fist” (104, 13.76%), “open palm with
spread fingers” (92, 12.17%), “thumbs up” (73, 9.66%), “ok” (60, 7.94%),
“victory” (58, 7.67%), “open palm with fingers pressed together” (43,
5.69%), “thumbs down” (41, 5.42%), “scratch” (40, 5.29%), “scoop (27,
3.57%), “index finger one” (23, 3.04%), “finger touch” (16, 2.12%),
“grab” (15, 1.98%), “horn” (11, 1.85%), “gun” (11, 1.46%), and “number
six” (11, 1.46%).

As shown in Figure 3, “closed fist,” “scratch,” and “thumbs down”
are often used for expressing negative emotions, while “closed fist”
appeared more frequently in high-arousal emotions (tense, angry,
frustrated), “thumbs down” appeared more frequent in low-arousal
emotions (depressed, bored, tired), and “scratch” only appeared in
high-arousal emotions. On the other hand, “thumbs up,” “ok,” and
“victory” are commonly used for expressing positive emotions no
matter whether the arousal level is low or high. An open palm,
either fingers pressed or spread, is seen in all types of emotions. In
addition, some gestures, although not widely used by participants,
seemed to be used more often in certain emotions. For instance,
most “number six” gestures are used for expressing positive emo-
tions with high arousal, most “grab” gestures are used for expressing
negative emotions with low arousal, and most “scoop” gestures are
used for expressing low arousal emotions.

4.1.4 Gesture Motions. Of the 756 gestures, 131 (17.32 %) were
labeled with “none” as they did not involve any motions, 68 (8.99%)
were labeled with “others,” and 114 (15.08%) were labeled with
“multiple others” which involved more than one motions. Among
the remaining 443 gestures, 195 (44.02%) involved repeated motions,
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Figure 4: Illustrations of the top 15 frequently observed gesture names gathered in the survey (static versions). The gestures are grouped based
on whether they tend to appear within certain emotional dimensions (valence and arousal) or across different dimensions. The number under
each gesture = the instances of that gesture appearing under the emotional dimension / the total observed instances of that gesture. Note that
while we sketched the gestures in a standardized form, the original photos uploaded by participants may differ. For example, gestures with the
same name can vary in other features such as finger-pointing direction and palm direction (See Appendix B for original photo examples).

meaning that their ending status as “moving”; 248 (55.98%)were one-
time motion without repetition, meaning that their ending status is
“static” (we still coded themotion frequency of this group depending
on how fast the hand shape was formed). The most commonly
observed repeated motions included “finger extension and flexion”
(53, 11.96%), “arm extension and flexion” (41, 9.26%), “shaking” (34,
7.67%), “palm flipping” (33, 7.45%), “radial and ulnar deviation” (19,
4.29%), and “knocking” (18, 4.06%). The most commonly observed
one-time motions included “finger flexion” (124, 28.00%), “finger
extension” (37, 8.35%), “wrist flexion” (13, 2.93%), “palm supination”
(11, 2.48%), “palm pronation” (10, 2.26%), and “squeeze” (9, 2.03%).
Note that a continuous repeated motion can consist of two types
of one-time motions (e.g., “finger extension and flexion” consists
of repeated “finger flexion” and “finger extension;” “palm flipping”
consists of repeated “palm supination” and “palm pronation”). We
illustrated these motions in Figure 5.

4.1.5 Gestural Features × Emotion Dimensions. The Chi-square
test showed that the finger-pointing direction (𝜒2 = 285.51, p < .001)
is significantly correlated with the valence and arousal levels of
the emotions. Through residual analysis 1, we found that when
expressing negative emotions with low arousal, participants tended
to point downward with their fingers (residual = 6.33); and when
expressing positive emotions with high arousal, participants tended
to point upward (residual = 5.87). Note that apart from “thumbs

1Pearson residual, which is typically considered as a large deviation from the expecta-
tion if it exceeds ±2, suggesting a significant correlation between the independent and
dependent variable [81].

up” and “thumbs down” which have a clear indication of the finger-
pointing direction, other gestures with the same name may have
different finger-pointing directions (e.g., we observed downward
pointing gestures a shape of “ok,” “victory,” and “number six”).

Gesture strength (𝜒2 = 107.44, p < .001) is also significantly cor-
related with the valence and arousal levels of the emotions. The
residual analysis showed that when expressing negative emotions
with high arousal, the gesture strength is more likely to be tight
(residual = 6.23), and when expressing negative emotions with low
arousal, the gesture strength is more likely to be loose (residual
= 4.54). However, no significant trend of gesture strength was ob-
served within the positive emotions.

The Chi-square test did not yield significant results for other ges-
tural features (e.g., palm direction, ending status, motion frequency),
suggesting that in our study, these features are not correlated with
the valence or arousal levels of the expressed emotions.

4.2 From Emotion Activation to Emotion
Externalization With Gestures

Here, we describe how participants understood or felt the emotion
from the provided stimuli, and then surface how they externalized
the experienced emotions with single-hand gestures. These con-
nections are illustrated in Figure 6. The 11 participants who took
part in the interviews were denoted by P-#.

4.2.1 Emotion Activation With Image Stimuli. When recalling their
survey experience, participants shared four ways that the stimuli
activated their emotions. First, participants often relied on the in-
terpretation of how the people in the image felt (P2, P3, P8, P6,
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Figure 5: Illustrations of most frequently observed motion names from the survey (a)–(h) and additional gestures brought up during the
interviews (i)–(k). Motions marked with * are repeated motions with a “moving” ending status. Here we focused on the motion of the hand
rather than its shape, thus gestures with the same motion name could be different gestures (e.g., both a “closed fist” and an “open palm” could
perform (g) “wrist flexion”). From our observation, there are no significant relationships among the motion names with emotional dimensions,
except that (a1) finger flexion (83/124) and (c) shaking (30/34) often appeared in high arousal emotions.

P10, P11). They mentioned analyzing the facial expressions and
body language of the people in the images: “she (the woman in
Figure 2 (5)) is getting a massage. She’s sleeping and smiling, and I
was like, oh she’s in a very relaxed state” (P2). Second, participants
tended to project themselves in the depicted scenario (P1, P2, P4,
P7, P9, P10), as P1 recalled: “The mountain and the lakes (Figure 2
(6)) were just so beautiful, it’s like if I am in such a good view, maybe
in New Zealand, I would feel peaceful and calm.” Third, participants
engaged in imagining themselves interacting with the people
in the image (P1, P2, P5, P8). This not only involves projecting
oneself in the depicted scenario but also considering how one would
respond to the people and objects in that scenario. For example,
seeing an old lady tired and upset, P9 imagined themselves talking
to the lady: “The old lady in the picture (Figure 2 (12)) kinda looks
tired, and worn out like someone who has maybe spent all day with
negative things. I felt like maybe I was talking to her and also felt
depressed.” Fourth, some participants were invoked with related
personal memory (P8, P10): “It reminds me of my sister. She just
gave birth to a baby, so seeing this picture (Figure 2 (2)), I could totally
feel how happy it is” (P8).

4.2.2 Emotion Externalization Through Gestures. Upon under-
standing or experiencing the emotion, participants externalized
that emotion by forming different gestures using a single hand. In
particular, we identified four channels through which they made

a connection between the emotion and their gestures. Depending
on the nuances of the emotions that participants experienced, it is
common to express an emotion through multiple channels.

Communication Norms. Most commonly, participants relied
on shared understandings and conventions regarding nonverbal
communication to form a gesture (P1, P3, P5, P6, P7, P8, P9, P10,
P11). The most representative examples are using “thumbs up,” “ok,”
and “victory” to convey positive emotions, as P5 mentioned: “I
didn’t think too much about it. The gesture (victory) for me basically
means cool, that’s what you show your friends when you feel awesome.
so I just went for it.” P3 also added: “honestly these gestures (ok)
are kind of like they came from everyday life.” Similarly, a “closed
fist” and “thumbs down” were considered as a conventional way
to convey negative emotions, as P4 explained that “thumbs down
shows disagreement and I don’t like it;” and P11 believed that “I think
most people know, it (a closed fist) means frustrated or something.”

Sometimes, the ways that participants formed the hand gestures
were influenced by the communication norms in certain cultures
(P1, P4, P5, P10). For instance, P1, a fan of street dance, used “num-
ber six” to express the feeling of excitement (Figure 4 (d)): “my
inspiration is from the street dance because when we see amazing
poses, we respond just like this one (forming a “number six” gesture)
with our hands.” Likewise, P4 was inspired by the rock culture and
used the “rock” gesture to express happiness (Figure 1 (b)): “I like
rock music and this just means let’s rock or it is cool.”
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Figure 6: Four channels through which the emotions are elicited and understood, which led to four ways of expressing the emotion, and
finally externalizing the emotion in the form of a single-hand gesture.

When asked about how to choose between existing gestures
with similar meanings (e.g., “thumbs up” versus “number six”),
participants found themselves being influenced by the elements
in the image stimuli. For example, when presented with an image
depicting a skydiving person and an image with two kids laughing,
P1 felt happy (positive valence, high arousal) in both scenarios.
However, they responded with “number six” to the former stimulus
and “thumbs up” to the latter stimulus, because they considered
“thumbs up” is more appropriate for kids.

Creative Embodiment. Beyond communication norms, partici-
pants also self-created gestures in non-conventional forms. They
assigned meanings and narratives behind each gesture, forming
a more personalized mode of expression (P1, P2, P3, P6, P7, P10).
For example, when presented with the image stimulus of a person
skydiving, P2 expressed the excited emotion (positive valence, high
arousal) by quickly opening their palm to mimic the procedure of a
parachute opening (Figure 5 (a2)). They explained: “just the thought
of skydiving also seems very adventurous so it’s like Like there like
a bird or letting go of stuff. I remember I did it (opening the palm)
very fast because I think this is how fast it happens.” P1 also created
a narrative related to “letting it go” with an open palm (Figure 1
(j)), but in a different emotional state—depressed (negative valence,
low arousal): “When you feel depressed, usually that’s because you
lost something. So I’m opening my hand to let them go.”

In another example, P7 expressed the bored emotion (negative
valence, low arousal) with an open palm by repeatedly extending
and flexing all the fingers to create an action of “pushing away”
(Figure 5 (a)) as they explained: “I used that gesture to get away the
boredom that is making you feel bad, so like I am pushing it away.”
P6 also created a gesture of “pushing away” to express a feeling
of tense (negative valence, high arousal) with a similar rationale,
while they used a closed fist instead of an open palm: “When you
feel tense, you are like confronting whatever in front of you, so I’m
trying to push it away a bit harder.”

Furthermore, we found the elements in the image stimuli often
served as a source to inspire participants’ creation of gestures. For
example, when presented with a scene featuring mountains and a

lake (see Figure 2 (6)), several participants (P1, P2, P3, P11) tried
to mimic the gentle wave of the water to convey the feeling of
calmness (Figure 1 (g)), as P2 explained: “This gesture allowed me
to visually represent the serene and tranquil atmosphere depicted in
the image.” Sometimes, participants used their hands to mimic the
posture of the person in the image. This was commonly observed
in expressing tired and depressed, where the image stimuli included
people who sat in corners alone, lowering their heads. In response
to the stimuli, participants formed a loose “open palm”, slowly
“falling down” (Figure 5 (g)) to depict “a person with no power” (P1),
“a downhearted person” (P7), and “a depressed person who is going
down and down” (P11).

Physical Expression. Physical expression, differing from com-
munication norms or creative embodiment, refers to a process of
directly externalizing emotion based on one’s physical instinct, and
oftentimes, as a way to vent out the emotion. All the participants
mentioned such physical expressions during the interviews. For ex-
ample, in an attempt to express an emotion of negative valence and
high arousal, we found several instances with a closed fist heavily
shaking (Figure 5 (c)) or punching forward (Figure 5 (j)). As partici-
pants explained, this gesture serves as a physical manifestation of
the intense emotions when they felt angry or frustrated (P1, P2, P3,
P5, P6, P7, P8, P9, P10, P11): “Personally, when I’m angry, I like to
just hit some stuff like no point” (P9). Another example is the use
of a “scratch” gesture (Figure 4 (j)) to express frustration (P1, P3,
P6, P7, P10, P11), as P3 elaborated: “When you feel tense, lost, and
don’t know what to do, you just keep scratching your head, your leg,
or somewhere else. So yeah, this is what I would do if I’m frustrated”
(P3). The “squeeze” motion (Figure 5 (h)) we found from the survey
data was also used to convey similar emotions.

Abstract Expression. Occasionally, participants may resort to
abstract expressions, where they could not articulate why and how
they formed the gestures to express certain emotions (P2, P8, P10,
P11). For example, P8 formed a “finger touch” gesture (Figure 4 (m))
to express bored emotion but found it difficult to provide a clear
explanation: “there’s not much meaning. I thought actually, I was
trying to mimic something that feels bored on my own.” One reason
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for this abstract expression was “running out of gestures” at the end
of the survey (P2, P10), leading participants to create gestures that
might not have a direct connection to the specific emotions they
were trying to express. When P10 used a “finger touch” gesture to
express the feeling of anger, they acknowledged that the gesture
was not that intuitive, and partly it was due to the lack of sources:
“I wanted to show something strong but did not know how to do it.
Also, I don’t want to repeat my gestures.”

4.3 Experience of Emotion Expression Using
Single-Hand Gestures

Overall, participants found that using single-hand gestures to ex-
press different emotions is “intuitive,” “convenient,” and “fun” (P1,
P2, P5, P6, P7, P9, P10, P11). They recognized the potential for
single-hand gestures to serve as “a new communication channel”
for individuals who cannot use both hands at the same time (P1,
P7). However, participants also highlighted it can be challenging
to express emotions with only a single hand at times, because “one
hand is too limited to present rich emotions, compared with both
hands or other body languages” (P1) and “the gestures could be hard
to understand by others because some of them are very personal” (P3).
Below, we elaborate on additional considerations that participants
mentioned regarding expressing emotions at different valence and
arousal levels.
4.3.1 Expressing Positive versus Negative Emotions. Reflecting on
their own emotion expressions with single-hand gestures, partic-
ipants realized that when expressing positive emotions, besides
“upward” gestures such as thumbs up and victory, they also pre-
ferred “more open and large” gestures such as an open palm (P1,
P2, P7). P2 explained this was because they would like to “share
the happiness and let others know” and P7 believed that “positive
feelings are inherently open and welcoming.” Negative emotions, on
the contrary, were considered “less open” (P1, P2, P3) and “personal”
(P7). Thus, participants tended to use a closed fist or scratch gesture
to “close” themselves: “I don’t think I want to share anybody about
my negative feelings.” (P1).
4.3.2 Expressing High-Arousal versus Low-Arousal Emotions. Al-
though our statistical test did not yield any significant results with
motion-related features, several participants mentioned that they
liked to add movements for emotions with high arousal levels (P1,
P2, P3, P7, P8, P10). During the interviews, P3 explained the reasons
for quickly shaking their fist to express the angry emotion (Figure 5
(c)): “Because it is so intense, I just wanna shake my fist as fast as
I could to express such intensity.” P7 and P10, chose to repeat the
action of downward pointing when they used “thumbs down” to
convey a feeling of anger or frustration (Figure 5 (i)): “compared
with tired and depressed (emotions) where I did not move my hand a
lot, this time I kept pointing down to express the anger” (P10).

In expressing positive emotions, similarly, participants men-
tioned adding movements when they felt extremely excited or
happy. A typical example is the “repeated upward pointing” with
“thumbs up” (Figure 5 (k)), as P8 noted: “I would associate some-
thing slow with being tired or sad or lazy, but if it’s like fast, it’s
more positive or more intense.” In another example, P1 kept rotating
their hand while making a “number six” gesture (Figure 1 (c)) to
express the high arousal emotion (e.g., happy). The observation of

repeated movements, in our analysis, was attributed to physical
expression, as participants made the movements largely driven by
their physical instincts.
4.3.3 Using Same Gestures to Express Different Emotions. We found
several instances where participants used the same gestures, mostly
commonly—an “open palm” to express different emotions. As we
mentioned earlier, some participants felt an open palm conveys
openness and positivity (P1, P2, P7), whereas others used an open
palm to express a negative feeling (e.g., waving the palm to “let
it go”). In part, participants acknowledged that the distinctions
between emotions within the same valence-arousal quadrant were
not always obvious (P5, P9, P11). For example, P5 used the same
“open palm” gesture to express the feeling of calm and explained:
“But you know, being relaxed and being calm, is more of the same thing.
I cannot really get a difference between them.” Likewise, P9 used the
“victory” gesture for both happiness and excitement, noting that
“maybe feeling excited is more intense but to me they are basically the
same, which is that you feel good about something.”

5 DISCUSSION
In this section, we first reflect on the connections between gestures
and emotions revealed in our findings, then share the implications of
these connections for designing single-hand gesture-based emotion-
tracking technologies and beyond.

5.1 The Connections Between Gestures and
Emotions

This work provides empirical evidence demonstrating that hand
gestures, as a part of body language and mental expression, are
intricately connected to the inner emotional world of human beings.
These connections not only lie in the commonly known symbolic
meanings associated with gestures, but also in multiple gestural
features that are inherently linked to individuals’ mental models.

First, aligning with prior work in gesture-based communica-
tion [23, 52, 56], our findings showed that certain gestures can
serve as symbols for positive versus negative emotions. Moving
one step further, we delved deeper into the relationships between
different gestural features and emotion dimensions, including sta-
tistically significant trends in finger-pointing directions and gesture
strength. We found an upward finger-pointing direction is related
to positive valence and high-arousal emotions, while a downward
finger-pointing direction is related to negative valence and low-
arousal emotions. For example, a “thumbs up” is likely to convey
an intense and strong positive feeling, and a “thumbs down,” on the
other hand, is likely to convey a negative feeling with less intensity.
These findings echo previous findings on the association between
the direction of bodily reactions (e.g., hand upwards, head upright,
and raised upper lip) and positive emotions like joy and cheerful-
ness [32], but also extend to the motor movements of more specific
body pars–hand gestures. Additionally, when it comes to gesture
strength, we observed a significant trend only within negative emo-
tions: a tight gesture was linked to high-arousal emotions, whereas
a loose gesture was linked to low-arousal emotions. Thus, gesture
strength can be useful for detecting the arousal level of negative
emotions, but may not help discern the arousal level of positive
emotions. These findings also suggested that gestures with different
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names can exhibit the same finger-pointing direction and strength
(e.g., “index finger one” can also point downward as “thumbs down;”
both a “scratch” and a “grab” can be loose or tight). As such, relying
solely on gesture names (shape and form) may not be adequate for
determining the corresponding emotions.

Second, we did not find any significant relationships between
emotion dimensions and other gestural features, including palm
direction, gesture ending status, and motion frequency. However,
during the follow-up interviews, several participants mentioned
adding additional movements or speeding up the movements to
express high-arousal emotions. We suspect that this gap was partly
due to individual preferences for employing moving gestures, as
shown in our data, nearly 40% of the gestures did not involve mo-
tions. Also, we relied on human judgments to code the gestural
features. Despite the efforts to establish a shared understanding, the
coding results, such as motion frequency, may not be perfect (the
limitations and practical challenges of the gesture coding procedure
are described in Section 6). Building upon the interview findings,
future work can expand the understanding of gesture-emotion con-
nection primarily on gestural features such as the attributes of
hands [5, 56] by revealing how hand movements, such as ending
status and motion frequency, are related to emotions.

Third, we identified four channels through which participants
externalized their emotions in response to the stimuli with hand
gestures: communication norms, creative embodiment of an emo-
tion’s specific features, physical expression as if venting out the
emotion, and representing the emotion based on intuition in ab-
stract ways. These findings, on the one hand, resonate with prior
work on the categorization of gestures as two types – represen-
tational gestures and non-representational gestures [5, 56]. That is,
leveraging communication norms and creative embodiment belong
to representational gestures, while physical expression and abstract
expression belong to non-representational gestures. On the other
hand, we expanded the understanding of this dichotomous gesture
categorization [56]. In part, emotion is often externalized through
multiple channels, where one may leverage communication norms
and physical expression (e.g., a “thumbs down” repeatedly pointing
downward). Additionally, individuals’ gender, age, cultural prac-
tices, and emotional contexts (e.g., the stimuli influence) played
important roles in shaping their gestures. In our survey, one related
finding is that younger participants tended to employ more diverse
gestures, suggesting that younger generations may be more willing
to adopt and engage with gesture-based emotion expression tech-
nologies; however, more research needs to be done to understand
the underlying reasons of this phenomenon (e.g., the influence of
pop cultures such as music, movies, and social media [3]).

5.2 Design Implications for Emotion
Characterization and Contextualization

In this section, we reflected on how participants chose the words
representing their experienced emotions and used gestures to con-
vey the meanings behind these emotions, which led to important
implications on how designers of emotion tracking systems could
better characterize and contextualize the captured emotions.
5.2.1 Emotion Characterization. Our survey results showed that
participants tended to choose words representing high-arousal
emotions rather than low-arousal emotions. One explanation could

be that high-arousal emotions are more intense and captivating
in nature [31], and therefore are more noticeable. Also, the word
choice may be influenced by participants’ personal experiences—
the frequency of encountering certain emotions in daily life. Words
such as happy, excited, and angry are more commonly used and
discussed in daily life, compared with those such as content, calm,
and tired. As a result, participants might be more familiar with
these words and find them readily available for expressing their
emotions [61]. During the interviews, participants mentioned not
being able to discern the difference between certain emotions (e.g.,
relaxed versus calm). This could be due to the inherent similarity of
emotions in the same valence-arousal quadrant [75], or participants’
infrequent exposure to the words in life.

While not all participants ended up choosing 12 different emo-
tions, the average and minimum number of emotion words chosen
were 8 and 5, respectively. This finding suggests that the spectrum
of emotional responses extends beyond the simplistic categorization
of emotions by valence (positive, neutral, and negative), which are
commonly employed by commercial emotion tracking systems [11]
or questionnaires [46]. Future designs for emotion tracking should
take into account this diversity in framing emotions.

Taken together, the nuances in participants’ word choice in our
survey led us to ask: how to better characterize the captured emotions
in a way that matches individuals’ mental models? Although valence
and arousal are commonly used in academic research to describe
emotions, theymay not necessarily align with individuals’ everyday
expressions of emotion. That being said, while these two concepts
are theoretically able to reflect on any emotions in a joint manner, it
is hardly possible to accurately locate one’s everyday emotions that
vary in a subtle and instant manner in real-world scenarios. One
opportunity is to gather their preferences and prior experiences
and provide personalized options. This process can be facilitated
by starting with high-frequency words from each valence-arousal
quadrant (e.g., more words representing high-arousal emotions) and
gradually guiding individuals to customize their preferences there-
after. Due to the intricate and complex nature of emotions, further
research is needed to explore how individuals express emotions as-
sociated with additional meanings from other emotion models (e.g.,
the six emotions specified in the Basic Emotion Theory involving
sadness and disgust [22]).

5.2.2 Emotion Contextualization with Gestures. As the source of
emotion elicitation, the presented image stimuli inevitably added
nuances to the emotions that participants experienced and to some
extent, influenced their emotional responses and subsequent ex-
pressions through gestures. This influence was observed in all the
participants, highlighting the contextual nature of emotions that
are affected by various factors, including external stimuli, personal
experiences, and individual interpretations. Therefore, when design-
ing emotion tracking systems, capturing only the words or numeric
values of the experienced emotions is not sufficient, and the impor-
tance of capturing what individuals were experiencingwhen certain
emotions arose has been emphasized in prior work [11, 72, 78]. This
emotional experience involves different contextual information,
which can be automatically tracked (e.g., date, weather, physical
activities, and location) or requires manual annotation (e.g., events,
people, and elaboration on other details).
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During the interviews, we found that even with a single hand,
participants were able to convey rich meanings alongside the image
stimuli, which pinpoints how representational gestures provide an
implicit way to understand the underlying mechanism of semantic-
driven information carried by hand gestures. This brought up a new
possibility of contextualizing emotions with gestures. For example,
a slowly waving “open palm” mimicking the gentle water waves
can refer to an unspoken yet personalized record to depict a relaxed
vacation; a hand gradually falling down may reflect a tiring person
grappling with work stress; and a rotating “number six” could
resemble an exhilarating concert memory, etc. As these gestures are
easy to perform, they can serve as situated references that provide
contextual cues of the experienced emotions. Through creative
embodiment, individuals can incorporate their personal experience
into a simple hand gesture, which can accommodate the diverse
ways in which individuals express their emotions and potentially
foster self-awareness as a way to enhance mental wellbeing [44].
It is also worth pointing out, that younger participants were more
likely to employ more diverse gestures. This observation suggested
that younger individuals may find it more natural and accessible
to engage in gesture-based emotion contextualization. Therefore,
the age of target users and their preferences for and behavioral
patterns of gestures should be fully understood to inform the design
of user-centered gesture-based emotion-tracking systems.

5.3 Design Implications for Single-Hand
Gesture Input in Emotion Tracking

While our work opens up opportunities for single-hand gestures
to support emotion tracking, we are not ready to develop such
a system for daily use due to several unanswered questions and
challenges. Below, we discuss the scenarios where gesture input can
be helpful in emotion tracking and implications for technologies.

5.3.1 Enhancing Multimodal Emotion Tracking. Although many
wearable and sensing technologies can accurately detect emotion
arousal, capturing the valence has been more challenging [21, 64,
70, 86, 94]. For instance, heart rate (HR) or heart rate variability
(HRV) captured by a smart watch can suggest when a person feels
aroused, but it is unclear whether the arousal is from a feeling
of happiness or anger [21, 70]. As such, some mobile health apps
(e.g., Cardiogram [14]) allow users to manually label their emotions
alongside their recorded heart rate data, which provides a better
understanding of how one’s HR is correlated with different emo-
tional states, but imposes a burden on recollecting their emotional
experiences. In this case, a single-hand gesture can come into play.
When an abnormal HR or HRV is detected, the watch can alert the
wearer through a vibrate notification with a short message asking
how they are doing at the moment. To respond, the wearer could
simply perform a “thumbs up,” “thumbs down,” or “open palm” to
indicate if they are in a positive, negative, or neutral mood. This
effortless interaction enables quick integration of one’s subjective
feelings into the emotion recognition system in real-time, lower-
ing the labeling effort and reducing recall bias. Although some
gesture-based expressions can be abstract and hard to interpret,
they still offer an avenue for individuals to convey their emotional
state without explicitly disclosing sensitive information, which to
some extent preserves individuals’ privacy. To better inform the

recognition of individual emotions with gesture input, future sys-
tems can provide an entry for users to revisit and edit the meanings
of their gestures through text or speech input [50, 51], as a way to
reinforce personalized learning.

Gesture input can also be integrated into multimodal systems to
enrich the meaning of emotions. Drawing from our findings on the
relationships between emotion dimensions and gestural features,
the nuances in finger-pointing direction and gesture strength can be
used to infer the valence and arousal of the corresponding emotion.
Besides, several participants preferred using “larger and open” ges-
tures to express positivity and willingness for sharing. Interestingly,
a recent work by Asaliouglu et al. also analyzed the relationships
between gesture size and emotional states and showed that narrow
gestures were connected to a higher level of arousal [5]. Taking
this work together with ours points to opportunities for examin-
ing the connections between emotional dimensions and gestural
features that were not characterized in this study. In addition to
static features such as gesture size, motion features such as moving
range and fluidity can add insights into the emotion externalization
process, which warrants lab experiments equipped with precise
motion and wearable sensors.

5.3.2 Beyond Emotion Tracking. As Koh et al. noted in their map-
ping between symbolic gestures and commonly used emojis [36, 37],
gesture input has great potential to enhance the communication
experience in instant messaging. Our work offers the possibility
to expand such communication on multiple platforms and devices
such as wearable devices (similar to emotion labeling mentioned
above) and motion sensors at a short distance [83], as well as in a
wide range of contexts especially when typing or speaking is not
convenient (e.g., public spaces). Our participants also brought up
the idea of using single-hand gestures to facilitate communication
when one of their hands is not available. Moreover, the insights
gained from this study can be applied in human-robot communi-
cation. As Zhou et al. found in their work, humans perceive and
interpret robots’ emotions through tactile gestures (e.g., shaking,
pushing, patting) in a similar manner to how they interact with
other humans [95, 96]. While our work focused on nontactile ges-
ture interaction, we see the opportunities to incorporate tactile
stimulation in the future and empower individuals to establish a
more intuitive and personalized means of communicating with
robots. For example, one could define their own gesture sets as
commands that instruct a robot to perform certain tasks, and the ro-
bot could simulate its user’s gesture patterns as part of responding
actions, further enhancing the engagement of the interaction.

6 LIMITATIONS AND FUTUREWORK
To extract the gestural features, we relied on human judgments
which may introduce inaccurate interpretations. We acknowledge
that, due to the diverse shapes and forms of the collected gestures, it
was challenging to directly extract these gestural features automat-
ically using existing technologies (e.g., computer vision [30]). How-
ever, this method has been widely used in prior research [35, 69, 88],
and we followed a rigorous procedure to iteratively develop the
codebook, train the research assistant, and calculate the reliability
scores. These steps ensured consistency and minimized subjective
biases to the best extent possible.
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Our findings around the connections between gestural features
and emotional dimensions may not be generalizable, due to the
subjective and creative nature of the collected gestures. Relatedly,
although our participants came from different regions, the sample
distribution may not be adequately diverse regarding cultural back-
grounds, as those living in Western countries took up over 77%.
Nevertheless, our analysis of the 756 gesture photos and videos
provided rich insights on how single-hand gestures could convey
the ways individuals experience and express their emotions.

Additionally, among the 63 participants who took part in the
survey, we interviewed only 11 of them. Thus, we do not have an
explanation of the gesture-forming rationales from all the partic-
ipants. Given our aim to qualify the gesture-forming rationales
instead of quantifying them, our interview data has provided a
deep understanding to complement the survey data regarding how
participants externalized their emotions through gestures and the
factors influencing the externalization.

Going forward, we plan to expand this work by incorporating a
more balanced sample from diverse regions, which would allow us
to quantitatively examine the geographic and cultural differences
in people’s gestural features. Another important next step involves
developing research prototypes for emotion tracking that incorpo-
rate gesture input, along with other input modalities such as heart
rate sensor, text entry, and speech.

7 CONCLUSION
Towards an applicable and effortless way of using gestures to in-
form emotion capture, this work set out to gain an empirical un-
derstanding of how individuals express their emotions through
single-hand gestures. We conducted a survey study that collected
756 gestures (captured in photos and videos) from 63 participants
who were presented with 12 image stimuli for emotion elicitation
and then interviewed 11 of these participants to understand their
gesture-forming rationales. Our studies revealed that the valence
and arousal of emotions had a significant impact on participants’
finger-pointing direction and gesture strength. Additionally, we
unfolded four channels through which participants externalized
their experienced emotions through single-hand gestures, including
communication norms, creative embodiment, physical expression,
and abstract expression. With the lessons learned, we discuss the
implications for single-hand gestures to facilitate emotion track-
ing in different scenarios and opportunities for leveraging this
understanding of embodied cognition in research areas such as
computer-mediated communication, and human-robot interaction.
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8 APPENDIX A: SURVEY QUESTIONS
For each of the 12 image stimuli, we asked participants to answer 4 questions.
The images are presented in a random order.
1. Which of the following words best describes how the image makes you
feel?

A. Excited B. Delighted C. Happy D. Content
E. Relaxed F. Calm G. Tense H. Angry
I. Frustrated J. Depressed K. Bored L. Tired

2. How positive or negative does the picture make you feel, from 1 (very
negative) to 7 (very positive)? Please use the full range of the scale to mark
your responses rather than relying on only a few points.

3. Please rate how strong the feeling above is from 1 (low arousal) to 7
(high arousal)? Here, you can neglect how positive or negative the feel-
ing is but focus on the *intensity* of the feeling. Please use the full range
of the scale to mark your responses rather than relying on only a few points.

4. Now think about how you would use a *single-hand* gesture to express
this emotion. There is no right or wrong answer. You can be as creative as
possible.

• Upload a static gesture photo for the emotion (.gif, .jpg, .png, .bmp).
Note that you do not have to show your face in the photo.

• Upload a short video to capture the motion of forming the gesture
in the photo you just uploaded (recommended: 2 – 5s; supported
format: m4v, mp4, mov, flv, avi, m4a, webm). Note that you do not
have to show your face in the video.
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9 APPENDIX B: EXAMPLES OF CODED GESTURAL FEATURES WITH THE ORIGINAL PHOTOS
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